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Per Elisa

Oh, and if I ever want proof

Then I �nd it in you;

Oh, yeah I honestly do,

In you I �nd proof.

Coldplay, �Proof�





There was a moment's expectant pause whilst panels slowly came to life on the front of the
console. Lights �ashed on and o� experimentally and settled down into a businesslike
pattern. A soft low hum came from the communication channel.
�Good morning,� said Deep Thought at last.
�Er...Good morning, O Deep Thought,� said Loonquawl nervously, �do you have...er,
that is...�
�An answer for you?� interrupted Deep Thought majestically. �Yes. I have.�
The two men shivered with expectancy. Their waiting had not been in vain.
�There really is one?� breathed Phouchg.
�There really is one,� con�rmed Deep Thought.
�To Everything? To the great Question of Life, the Universe and Everything?�
�Yes.�
Both of the men had been trained for this moment, their lives had been a preparation for it,
they had been selected at birth as those who would witness the answer, but even so they
found themselves gasping and squirming like excited children.
�And you're ready to give it to us?� urged Loonquawl.
�I am.�
�Now?�
�Now,� said Deep Thought.
They both licked their dry lips.
�Though I don't think,� added Deep Thought, �that you're going to like it.�
�Doesn't matter!� said Phouchg. �We must know it! Now!�
�Now?� inquired Deep Thought.
�Yes! Now...�
�All right,� said the computer and settled into silence again. The two men �dgeted. The
tension was unbearable.
�You're really not going to like it,� observed Deep Thought.
�Tell us!�
�All right,� said Deep Thought. �The Answer to the Great Question...�
�Yes...!�
�Of Life, the Universe and Everything...� said Deep Thought.
�Yes...!�
�Is...� said Deep Thought, and paused.
�Yes...!�
�Is...�
�Yes...!!!...?�
�Forty-two,� said Deep Thought, with in�nite majesty and calm.

Douglas Adams, �The Hitchhiker's Guide to the Galaxy�





Contents

Introduction 1

Part I 7

1 Coherent systems: objects, families and moduli spaces 7

2 Filtrations for semistable coherent systems 15

2.1 Canonical �ltrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Jordan-Hölder �ltrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 Technical lemmas 23

3.1 Extensions of coherent systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Pullbacks of extensions of families and tensors of extensions of families by line

bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Non-degenerate extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Universal families of extensions 29

4.1 Cohomology and base change for families of coherent systems . . . . . . . . . . 29
4.2 Families of (classes of) extensions . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Universal families of extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Universal families of classes of non-split extensions . . . . . . . . . . . . . . . . 42
4.5 Universal families of non-degenerate extensions . . . . . . . . . . . . . . . . . . 44
4.6 Applications on curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5 Fibrations associated to binary trees 51

6 Objects with unique Jordan-Hölder �ltration of length 3 and 4 65

6.1 Unique Jordan-Hölder �ltration of length 3 . . . . . . . . . . . . . . . . . . . . 65
6.2 Jordan-Hölder �ltration of length 4 . . . . . . . . . . . . . . . . . . . . . . . . . 81

7 Parametrization of coherent systems with non-unique Jordan-Hölder �ltra-

tion 117

7.1 Canonical �ltration of type (1,2) . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2 Canonical �ltration of type (2,1) . . . . . . . . . . . . . . . . . . . . . . . . . . 119

i



ii

7.3 Canonical �ltration of type (1,3) . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.4 Canonical �ltration of type (3,1) . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.5 Canonical �ltration of type (2,1,1) . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.6 Canonical �ltration of type (1,2,1) . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.7 Canonical �ltration of type (1,1,2) . . . . . . . . . . . . . . . . . . . . . . . . . 142

8 Hodge-Deligne polynomials 147

9 Results on Hodge-Deligne polynomials 161

9.1 The Hodge-Deligne polynomials of G(α; 2, d, 1) . . . . . . . . . . . . . . . . . . 161
9.2 The Hodge-Deligne polynomials of G(α; 3, d, 1) . . . . . . . . . . . . . . . . . . 163
9.3 Some results on the polynomials for G(α; 4, d, 1) . . . . . . . . . . . . . . . . . . 165
9.4 Some results on the polynomials for G(α; 2, d, 2) on a Petri curve . . . . . . . . 167

Part II 171

10 Parametrization of objects with canonical �ltration of type (1, 2) and (2, 1) 171

10.1 Canonical �ltration of type (1,2) . . . . . . . . . . . . . . . . . . . . . . . . . . 171
10.2 Canonical �ltration of type (2,1) . . . . . . . . . . . . . . . . . . . . . . . . . . 182

11 Parametrization of objects with canonical �ltration of type (1, 3) and (3, 1) 187

11.1 Canonical �ltration of type (1,3) . . . . . . . . . . . . . . . . . . . . . . . . . . 187
11.2 Canonical �ltration of type (3,1) . . . . . . . . . . . . . . . . . . . . . . . . . . 200

12 Parametrization of objects with canonical �ltration of type (2,1,1), (1,2,1)

and (1,1,2) 205

12.1 Canonical �ltration of type (2,1,1) . . . . . . . . . . . . . . . . . . . . . . . . . 206
12.2 Canonical �ltration of type (1,2,1) . . . . . . . . . . . . . . . . . . . . . . . . . 227

12.2.1 First case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
12.2.2 Second case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

12.3 Canonical �ltration of type (1,1,2) . . . . . . . . . . . . . . . . . . . . . . . . . 251

13 Case n=2, k=1 267

13.1 The moduli spaces G+(α(j); 2, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 268
13.2 The moduli spaces G−(α(j); 2, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 269
13.3 The polynomials for G(α(k)−; 2, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . 271
13.4 A more explicit formula for α small and d large . . . . . . . . . . . . . . . . . . 273
13.5 Comparison with the cases g = 0 and g = 1 . . . . . . . . . . . . . . . . . . . . 278

14 Case n=3, k=1 283

14.1 The moduli spaces G+(α(j); 3, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 284
14.1.1 Case r = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
14.1.2 Case r = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

14.2 The moduli spaces G−(α(j); 3, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 290



iii

14.2.1 Case r = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
14.2.2 Case r = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

14.3 Crossing a critical value α(j) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
14.3.1 d− j odd, 0 ≤ j < d/3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
14.3.2 d− j even, 0 ≤ j < d/3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
14.3.3 The polynomials for G−(α(k); 3, d, 1) . . . . . . . . . . . . . . . . . . . . 301
14.3.4 The �last� moduli space . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
14.3.5 The polynomials of the other moduli spaces . . . . . . . . . . . . . . . . 307

15 Case n=4, k=1 315

15.1 The moduli spaces G+(α(j); 4, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 316
15.1.1 Case r = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
15.1.2 Case r = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322
15.1.3 Case r = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

15.2 The moduli spaces G−(α(j); 4, d, 1) . . . . . . . . . . . . . . . . . . . . . . . . . 346
15.2.1 Case r = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
15.2.2 Case r = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
15.2.3 Case r = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

15.3 Crossing a critical value α(j) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374
15.3.1 j equivalent to 2d+ 3 modulo 6 . . . . . . . . . . . . . . . . . . . . . . . 375
15.3.2 j equivalent to 2d+ 2 or to 2d+ 4 modulo 6 . . . . . . . . . . . . . . . . 375

15.4 The �last� moduli space for d non-equivalent to 0 modulo 3 . . . . . . . . . . . 376
15.5 Crossing the critical value α(1) for every d . . . . . . . . . . . . . . . . . . . . . 376
15.6 Crossing the critical value α(2) for d non-equivalent to 1 modulo 3 . . . . . . . 378
15.7 Crossing the critical value α(3) for every d . . . . . . . . . . . . . . . . . . . . . 379

16 Case n=2, k=2 on a Petri curve 381

16.1 The moduli spaces G+(α(j); 2, d, 2) . . . . . . . . . . . . . . . . . . . . . . . . . 382
16.2 The moduli spaces G−(α(j); 2, d, 2) . . . . . . . . . . . . . . . . . . . . . . . . . 384
16.3 The polynomials for G(α(k)−; 2, d, 2) . . . . . . . . . . . . . . . . . . . . . . . . 385

Bibliography 389

Acknowledgements 391





Introduction

This Ph.D. thesis is devoted to the computation of the Hodge-Deligne polynomials of some
moduli spaces of stable coherent systems.

During the last 2 decades coherent systems on algebraic curves have been widely studied
in algebraic geometry, mainly because they are a very powerful tool in order to understand
Brill-Noether theory for vector bundles. In its turn, Brill-Noether theory has an important
role to play in understanding the geometric structure of the moduli spaces of curves.

For any smooth irreducible projective complex curve C, a coherent system on C (see [KN])
is a pair (E, V ) where E is an algebraic vector bundle on C and V is a linear subspace of the
space of global sections of E. To any such object one can associate a triple (n, d, k) where n, d
are the rank and the degree of E and k is the dimension of V . This notion can be generalized
to any projective scheme (see, for example [LP] and [He]).

To construct a space which parametrizes coherent systems on an algebraic curve (see [KN]),
one has to �x the invariants (n, d, k) and also a stability parameter α in R≥0. Having �xed
these data, one can give a natural scheme structure to the sets

� G(α;n, d, k) which parametrizes isomorphism classes of α-stable coherent systems of
type (n, d, k);

� G̃(α;n, d, k) which parametrizes classes of S-equivalent α-semistable coherent systems
of type (n, d, k).

G̃(α;n, d, k) is a projective scheme and G(α;n, d, k) is an open subscheme of it. If n, d and
k are relative coprime and α is generic, then the 2 schemes coincide (see [BGMMN, de�nition
1.2]).

Having �xed a triple (n, d, k), it is known that the stability condition does not vary in
open intervals and that there exist only �nitely many critical values where the stability condi-
tion changes. Therefore, for every triple (n, d, k) there are only �nitely many distinct moduli
spaces of stable coherent systems, parametrized by open intervals. In particular, for every
(n, d, k) there are strong relations between the Brill-Noether locus B(n, d, k) and the moduli
space G(α;n, d, k) for α near zero (this is described in [BGMN, proposition 2.5 and �2.3]).
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2 Introduction

Regrettably, in general there is no good explicit description of the moduli spaces near zero,
while those associated to a parameter α very large are easy to study (see [BO] for k < n and
[BGMN] for k ≥ n).

Because of their connection with Brill-Noether loci, in the last 20 years moduli spaces of
coherent systems have been studied quite intensively (see [BGMN], [BGMMN], [LN], [LN2],
just to cite some recent papers). As we said, having �xed (n, d, k), the moduli space for α large
is easy to understand; this led S. B. Bradlow, L. Brambila-Paz, O. García-Prada, V. Mercat,
V. Muñoz and P. E. Newstead, to start a programme of research to try to pull back information
from that moduli space to the moduli space for α small by crossing every intermediate critical
value. Until now the information that they were able to obtain (sometimes with additional
restrictions on the curve C and/or on the triple (n, d, k)) were mainly about non-emptiness,
irreducibility, Picard groups, Poincaré polynomials and �rst and second homotopy groups of
some of those moduli spaces.

The aim of this thesis is that of trying to get more re�ned invariants for at least some of
those moduli spaces. In particular, we compute the so called Hodge-Deligne polynomials of
some of those spaces. For any (reduced) scheme X, these are polynomials of 2 variables u, v
where the coe�cients are the dimensions of the graded pieces associated to a standard �ltra-
tion of the cohomology groups of X. This �ltration was originally introduced by P. Deligne
in [D1], [D2] and [D3]; these polynomials can be de�ned for every algebraic scheme, not nec-
essarily smooth, irreducible or projective. If the moduli spaces are smooth, irreducible and
projective and one evaluates those polynomials on the same variable u = v =: t, one gets the
usual Poincaré polynomials.

A good motivation to compute those polynomials is given by analogous computations per-
formed for some spaces of holomorphic triples in [MOVG], [MOVG2] and [M].

For every triple (n, d, k) and for every critical value αc for it, the only polynomials that
one needs to compute are those arising from the subschemes G+(αc;n, d, k) ⊂ G(α+

c ;n, d, k)

and G−(αc;n, d, k) ⊂ G(α−c ;n, d, k). G+(αc;n, d, k), respectively G−(αc;n, d, k), parametri-
zes all coherent systems (E, V ) that are α+

c -stable but α−c -unstable (respectively, α−c -stable
but α+

c -unstable), so one needs to get a geometric description of these subschemes in order to
compute the corresponding Hodge-Deligne polynomials.

Each of these subschemes will be divided into subschemes according to some invariants.
The most important ones will be the length r of any αc-Jordan-Hölder �ltration and the type
t of the αc-canonical �ltration. By �type of the αc-canonical �ltration� we mean the following:
we can associate to every αc-semistable coherent system an αc-canonical �ltration of length
1 ≤ s ≤ r:

0 ⊂ (E1, V1) ⊂ · · · ⊂ (Es, Vs) = (E, V )



3

such that every (Ei, Vi)/(Ei−1, Vi−1) is the maximal suboject of (E, V )/(Ei−1, Vi−1) that
is the direct sum of αc-stable coherent systems with the same αc-slope as (E, V ). To any
such �ltration we can associate a unique vector t = (t1, · · · , ts) ∈ Ns, called the type of the
�ltration of (E, V ), where ti is de�ned as the length of any αc-Jordan-Hölder �ltration of
(Ei, Vi)/(Ei−1, Vi−1). In particular, an object (E, V ) will have unique αc-Jordan-Hölder �ltra-
tion if and only if its αc-canonical �ltration is of type (1, · · · , 1) (r times). Another invariant
that we will have to take into account will be the presence of isomorphic coherent systems in
the graded.

For technical reasons, this gives us explicit results only for low values of n and k. In
particular, we get complete results in the cases when n = 2, 3 and k = 1 (for every value of d).
We get almost complete results in the case when n = 2 and k = 2. Moreover, we get almost
complete results in the case n = 4, k = 1. In this case the polynomial that one would like to
obtain is the sum of 50 polynomials associated to various subschemes. At the moment we are
able to compute 42 of those polynomials; for the remaining 8 it is not currently possible to
get explicit formulae.

The structure of the thesis is as follows: we decided to divide it into 2 parts, putting in
the second one most of the detailed computations, so that all the basic ideas and the main
results are grouped into the �rst part. To be more precise, the �rst part of the thesis has the
following structure:

� Chapters 1, 2 and 3: we describe some of the known results on coherent systems and their
moduli spaces; we state and prove some results on αc-Jordan-Hölder and αc-canonical
�ltrations and some technical lemmas on pullbacks and sums of families of extensions
of coherent systems. Moreover, we de�ne non-degenerate extensions and we describe
necessary and su�cient conditions for having such type of extensions.

� Chapter 4: we give a result of cohomology and base change for families of coherent
systems. We use that result in order to prove some useful propositions on the existence
of universal families of extensions of families of coherent systems in the spirit of [L]. We
prove analogous results for non-splitting extensions and for non-degenerate extensions.

� Chapter 5: we describe how we can parametrize all classes of equivalence of non-split
exact sequences indexed by any binary tree (see that chapter for the details).

� Chapter 6: we describe how we can parametrize the coherent systems (E, V )'s with a
graded of �xed type, in the case when (E, V ) has unique αc-Jordan-Hölder �ltration of
length 3 or 4; we managed to get complete results except for the 4 subcases where the
second and third object of the graded are isomorphic.

� Chapter 7: we summarize how we can parametrize all the coherent systems (E, V )'s
with a graded of �xed type, in the case when (E, V ) has not a unique αc-Jordan-Hölder
�ltration of length 3 or 4. We are able to get complete results except in the case of
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αc-canonical �ltration of type (1,2,1), where we are able to get a pointwise description
but not a global one except for few subcases.

� Chapter 8: we describe the basic literature on Hodge-Deligne theory; we recall some
known results and we state some easy lemmas about the Hodge-Deligne polynomials of
some moduli spaces; we will need to use those results in the explicit computations of the
next chapters.

� Chapter 9: we summarize all the explicit results that we get on the Hodge-Deligne poly-
nomials of the moduli spaces G(α;n, d, k) when the pair (n, k) has values (2, 1), (3, 1), (4,

1) and (2, 2). In the �rst 2 cases we are able to compute every polynomial, while in the
other 2 cases we get only partial results. The formulae for n = 2 and n = 3 can be ob-
tained directly from the analogous computations in [M] for the moduli spaces of triples,
while those for n = 4 are new in the literature, as far as we know.

In the second part of the thesis we describe in detail how we were able to get the results
stated in chapters 7 and 9. To be more precise:

� Chapter 10: we describe the schemes parametrizing all the (E, V )'s in G+(αc;n, d, k) or
in G−(αc;n, d, k) such that their αc-canonical �ltration is of type (1, 2) or (2, 1).

� Chapter 11: we describe the schemes parametrizing all the (E, V )'s in G+(αc;n, d, k) or
in G−(αc;n, d, k) such that their αc-canonical �ltration is of type (3, 1) or (1, 3).

� Chapter 12: we describe the schemes parametrizing all the (E, V )'s in G+(αc;n, d, k)

or in G−(αc;n, d, k) such that their αc-canonical �ltration is of type (2, 1, 1), (1, 2, 1) or
(1, 1, 2).

� Chapter 13: we compute the Hodge-Deligne polynomials of all the moduli spaces G(α; 2,

d, 1). We give a more explicit formula for such polynomials when α is small and d is
large enough.

� Chapters 14: we perform analogous computations for all the moduli spaces G(α; 3, d, 1).

� Chapters 15: we compute 42 of the 50 polynomials associated to various subschemes
of G+(αc; 4, d, 1) and G−(αc; 4, d, 1). We are therefore able to get explicit formulae for
G(α; 4, d, 1) when the stability parameter is very large with some restrictions on d.

� Chapters 16: we perform computations analogous to those of chapter 13 for the moduli
spaces G(α; 2, d, 2). Since in the literature not all the polynomials that we need are
known at the moment, the formulae that we get are not complete.
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Chapter 1

Coherent systems: objects, families

and moduli spaces

We recall in this chapter some results that we will need to use about coherent systems. If
not otherwise stated, we will always work over a �xed complex smooth irreducible projective
curve C of genus g ≥ 2 and O = OC will denote the structure sheaf of C.

De�nition 1.0.1. ([KN],[LP]) A coherent system (E, V ) of type (n, d, k) consists of an al-
gebraic vector bundle E over C, of rank n and degree d, and a linear subspace V ⊆ H0(E)

of dimension k. An equivalent de�nition that is often used in the literature is the following.
A coherent system of type (n, d, k) is a triple (E,V, φ) where E is as before, V is a vector
space of dimension k and φ : V ⊗ O → E is a sheaf map such that the induced morphism
H0(φ) : V→ H0(E) is injective. The vector space V ⊆ H0(E) is then the image H0(φ)(V). If
we don't assume that H0(φ) is injective, we will say that the triple (E,V, φ) is a weak coherent
system of type (n, d, k) (actually, this was the original de�nition of coherent system in [LP],
but this notation is no more in use).

Remark 1.0.1. In fact, both [KN] and [LP] allow E to be any coherent sheaf in the de�nition;
for α-semistable coherent systems on smooth curves (see de�nition 1.0.4 below), E is neces-
sarily locally free, so this makes no di�erence. [He] allows E to be any coherent sheaf and his
coherent systems correspond to our weak coherent systems.

De�nition 1.0.2. ([KN]) Given a coherent system (E, V ), a coherent subsystem of it is a
pair (E′, V ′) such that E′ is a subbundle of E and V ′ ⊆ V ∩H0(E′).

De�nition 1.0.3. Given 2 coherent systems (E, V ) and (E′, V ′) (not necessarily of the same
type), a morphism (E′, V ′) → (E, V ) is a morphism of vector bundles α : E′ → E such that
H0(α)(V ′) ⊂ V . An isomorphism is any morphism α as before, that is also invertible and such
that H0(α) induces an isomorphism from V ′ to V . Given 2 weak coherent systems (E,V, φ)

and (E′,V′, φ′), a morphism (E′,V′, φ′)→ (E,V, φ) is any pair (α, β) where α is a morphism
of vector bundles E′ → E and β : V′ → V is a linear map such that there is a commutative
diagram:

7



8 1. Coherent systems: objects, families and moduli spaces

V′ ⊗O E′

y

V⊗O E.

β⊗id

φ

α

φ′

An isomorphism of weak coherent systems is a pair (α, β) such that both α and β are
invertible.

By setting β := H0(α) we get that two coherent systems are isomorphic if and only if the
corresponding weak coherent systems are isomorphic. Moreover, the type of a (weak) coherent
system is invariant under isomorphisms.

De�nition 1.0.4. For every parameter α ∈ R and for every coherent system (E, V ) of type
(n, d, k), we de�ne the α-slope of (E, V ) as

µα(E, V ) :=
d

n
+ α

k

n
.

We say that (E, V ) is α-stable if

µα(E′, V ′) < µα(E, V )

for all proper subsystems (E′, V ′) (i.e. those such that (0, 0) ( (E′, V ′) ( (E, V )). The notion
of α-semistability is obtained by replacing the strict inequality before by a weak inequality.
A coherent system is α-polystable if it is the direct sum of α-stable coherent systems of the
same α-slope.

There is an analogous de�nition for weak coherent systems (see [KN]), but we will not need
to use it. We shall simply recall that a weak coherent system of type (n, d, k) is α-semistable
(respectively, α-stable) if and only if it is (the evaluation map of) an α-semistable (respec-
tively, α-stable) coherent system of type (n, d, k) (see [KN, lemma 2.5]).

In general, the quotient of a coherent system by a coherent subsystem is de�ned only as a
weak coherent system. When both coherent systems are α-semistable of the same slope, then
the quotient coherent system does exists. To be more precise, we have:

Proposition 1.0.1. ([KN, corollary 2.5.1]) The α-semistable coherent systems of any �xed α-

slope form a noetherian and artinian abelian category in which the simple objects are precisely

the α-stable coherent systems. In particular, the following statements hold.

(i) For any α-semistable coherent system (E, V ) there exists an α-Jordan-Hölder �ltration

of it, i.e. a �ltration:

0 = (E0, V0) ⊂ (E1, V1) ⊂ · · · ⊂ (Er, Vr) = (E, V ) (1.1)
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such that the quotients (Qi,Wi) := (Ei, Vi)/(Ei−1, Vi−1) for i = 1, · · · , r are all α-stable

with the same α-slope as (E, V ).

(ii) If (E, V ) is an α-stable coherent system, then End(E, V ) ' C.

Conversely, if (E, V ) has an α-Jordan-Hölder �ltration, then it is necessarily α-semistable
and it is strictly α-stable if and only if the �ltration has length 1. For simplicity, we will write
α-JHF in order to denote any Jordan-Hölder �ltration at α. In general, the Jordan-Hölder
�ltration of an α-semistable coherent system (E, V ) is not unique, but the graded object

grα(E, V ) :=
⊕

i=1,··· ,r
(Qi,Wi)

associated to it is uniquely determined up to isomorphisms. In particular, the length r of the
�ltration does not depend on the �ltration chosen. Then we can give the following de�nition.

De�nition 1.0.5. For every α-semistable coherent system (E, V ) of type (n, d, k) we de�ne
rα(E, V ) as the length of any α-JHF of (E, V ). If α is clear from the context, we will
simply write r(E, V ). Two α-semistable coherent systems (E, V ) and (E′, V ′) are said to be
S-equivalent if grα(E, V ) = grα(E′, V ′).

For every scheme S, let us denote by πS the projection C × S → S; for any point s in S
we write Cs for C × {s}.

De�nition 1.0.6. ([BGMMN, de�nition A.6]) A family of coherent systems of type (n, d, k)

on C parametrized by a scheme S is a pair (E ,V) where

� E is a rank n vector bundle on C × S such that Es = E|Cs has degree d for all s in S;

� V is a locally free subsheaf of πS∗E of rank k, such that the �bers Vs map injectively to
H0(Es) for all s in S.

Another de�nition that appears in the literature is the following:

De�nition 1.0.7. ([KN, de�nition 2.5]) A family of coherent systems of type (n, d, k) on C

parametrized by a scheme S is a triple (E ,V, φ) where:

� E is a rank n coherent sheaf on C × S, �at over S;

� V is a locally free sheaf on S of rank k;

� φ : π∗S(V)→ E is a morphism of OC×S-modules,

such that for all s in S the �ber of φ over s gives rise to a coherent system of type (n, d, k) on
Cs ' C.

In particular, this implies that for every s in S the sheaf Es is locally free at (c, s) for all
c ∈ C, so by [N, lemma 5.4] we get that E is locally free. So the second de�nition implies
the �rst one. Conversely, for every family as in the �rst de�nition, one can easily associate
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a family according to the second de�nition by considering the map φ of global sections (see
also [KN, �3.5]). Therefore, we will use without any distinction either the �rst or the second
de�nition.

Remark 1.0.2. There is a more general notion of coherent system and of family of coherent
systems that is used in [LP] and in [He]. In the case when their base X is a projective curve
C and we have a condition of �atness (see [He, �1.3] and [LP]), we get that the notion of
��at family of coherent systems on X × S/S� in [He] coincides with the notion of �family of
coherent systems� over S described in the previous de�nitions.

De�nition 1.0.8. A morphism of families of coherent systems (E ′,V ′, φ′) → (E ,V, φ) para-
metrized by a scheme S is any pair of morphisms (α, β) where α is a morphism of vector
bundles E ′ → E over C × S and β is a morphisms of vector bundles V ′ → V over S, such that
we have a commutative diagram as follows:

π∗SV ′ E ′

y

π∗SV E .

π∗Sβ

φ

α

φ′

For every family of coherent systems (E ,V) of type (n, d, k) parametrized by S and for
every morphism of schemes f : S′ → S, the pullback via f is de�ned as

(f ′, f)∗(E ,V) =
(
f ′∗E , f∗V

)
, (1.2)

where f ′ is de�ned as the pullback

C × S′ C × S

�

S′ S.
f

πS′ πS

f ′

(1.3)

It easy to see that (1.2) is a family of coherent systems of type (n, d, k) on C, parametrized
by S′. If we use the de�nition of family as triple (E ,V, φ), then the pullback of such a family
by f is the triple

(f ′, f)∗(E ,V, φ) := (f ′∗E , f∗V, φ̃),

where φ̃ is de�ned as the composition
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φ̃ : π∗S′f
∗V ∼−→ f ′∗π∗SV

f ′∗φ−→ f ′∗E ,

where the �rst map is the canonical isomorphism induced by diagram (1.3).

Given any family (E ,V, φ) of type (n, d, k) parametrized by a scheme S and any locally
free OS-moduleM, we de�ne

(E ,V, φ)⊗SM := (E ⊗C×S π∗SM,V ⊗SM, φ′)

where φ′ := φ ⊗C×S idπ∗SM. This is a again a family of coherent systems parametrized by S.

Remark 1.0.3. IfM is only a coherent or quasi-coherent OS-module, then the tensor product
(E ,V, φ) ⊗SM is in general only a family of weak coherent systems. To be more precise, it
is an algebraic system on C × S/S in the sense of [He]. One should also need to consider
such objects in order to de�ne the functors Exti's (see below), but we will not need to deal
explicitly with such objects in the present work, so we will only consider tensor products of
families of coherent systems by locally free sheaves.

If k ≥ 1, then by applying the α-semistability condition for (E, V ) to the subsystem (E, 0)

one obtains that a necessary condition for the existence of α-semistable coherent systems is
that α ≥ 0, so one can simply restrict to that range for the parameter α.

Theorem 1.0.2. ([KN, theorem 1]) For every parameter α ∈ R≥0 and for every type (n, d, k)

there exist schemes G(α;n, d, k) and G̃(α;n, d, k) which are coarse moduli spaces for families

of α-stable (respectively α-semistable) coherent systems of type (n, d, k). The closed points

of G(α;n, d, k) are in bijection with isomorphism classes of α-stable coherent systems. The

closed points of G̃(α;n, d, k) are in bijection with S-equivalence classes of α-semistable coherent

systems. G̃(α;n, d, k) is a projective variety and it contains G(α;n, d, k) as an open subscheme.

Remark 1.0.4. For each (n, d, k) and α ≥ 0, the proof of this theorem follows from the usual
GIT construction: there exist a projective scheme R and an action of PGL(N) on R (both R
and N depend on (n, d, k)), together with a linearization of that action depending on α. Then
if we denote by Rs and Rss the stable and the semistable loci, we get that the moduli space
G(α;n, d, k) is obtained as the quotient Rs/PGL(N) and analogously for the moduli space
G̃(α;n, d, k). In particular, there exist families (Qs,Ws) and (Qss,Wss) over Rs, respectively
over Rss, that have the local universal property (see [KN, �3.5]).

De�nition 1.0.9. ([BGMN, de�nition 2.4]) A parameter α > 0 is a virtual critical value

for a triple (n, d, k) if it is numerically possible to have a coherent system (E, V ) of type
(n, d, k) together with a proper coherent subsystem (E′, V ′) such that k′

n′ 6=
k
n but µα(E′, V ′) =

µα(E, V ). We also regard 0 as a virtual critical value. If there is a pair (E, V ), (E′, V ′) such
that this actually holds, we say that α is an actual critical value. Having �xed (n, d, k), all
the non-zero virtual critical values lie in the set:{

nd′ − n′d
n′k − nk′

s.t. 0 ≤ k′ ≤ k, 0 < n′ < n, n′k 6= nk′
}
∩ [0,∞[;
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we say that α is generic for (n, d, k) if it is not critical.

If GCD(n, d, k) = 1 and α is generic, then α-semistability is equivalent to α-stability, so
G̃(α;n, d, k) = G(α;n, d, k). The actual critical values are only a �nite number. If we label
them by αi starting with α0 = 0, we get a partition of R≥0. For numerical reasons, within the
interval ]αi, αi+1[ the stability condition is independent of α, so G(α;n, d, k) ' G(α′;n, d, k)

for all α, α′ ∈ ]αi, αi+1[. Therefore we write Gi(n, d, k) := G(α;n, d, k) for every α ∈]αi, αi+1[.
Analogously, we denote by G̃i(n, d, k) the moduli space of α-semistable coherent systems for
every α in that interval.

For every (n, d, k) the moduli spaces G0(n, d, k) and G̃0(n, d, k) have strong connections
with the Brill-Noether loci of stable and of semistable bundles de�ned by

B(n, d, k) := {E ∈M(n, d) s.t. dim H0(E) ≥ k},
B̃(n, d, k) := {[E] ∈ M̃(n, d) s.t. dim H0(gr(E)) ≥ k},

whereM(n, d) and M̃(n, d) denote the moduli spaces of stable, respectively semistable, vector
bundles on C of rank n and degree d and [E] denotes the S-equivalence class of any semistable
vector bundle. In particular, the relationships between these loci and the moduli spaces of
coherent systems are accounted for by the following proposition.

Proposition 1.0.3. ([BGMN, proposition 2.5]) Let 0 < α < α1; then

(i) (E, V ) α-stable implies E semistable;

(ii) E stable implies (E, V ) α-stable for all V ⊆ H0(E).

Lemma 1.0.4. ([He, proposition 2.2]) Let us suppose that (E, V ) and (E′, V ′) are α-semistable

for some value of α. Then:

� if µα(E′, V ′) > µα(E, V ), then Hom ((E′, V ′), (E, V )) = 0;

� if µα(E′, V ′) = µα(E, V ) and both objects are α-stable, then Hom((E′, V ′), (E, V )) is C
if the 2 objects are isomorphic, zero otherwise.

Moreover, let us suppose that (E′, V ′) is αc-stable, that (E, V ) is αc-semistabe and let α

be a non-zero morphism (E′, V ′)→ (E, V ). Then the image of α is isomorphic to (E′, V ′).

The following de�nition is taken from [He, �1.2]. In that paper the de�nition is given for
families of algebraic systems, we state only the de�nition for the case of families of coherent
systems.

De�nition 1.0.10. Let S be any scheme, let (E ,V) and (E ′,V ′) be two families of coherent
systems parametrized by S and let us denote by πS the projection C×S → S. Then we de�ne
a sheaf of OS-modules
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F = HomπS ((E ′,V ′), (E ,V))

on S as follows: for every open set U ⊂ S we set

F(U) := Hom((E ′,V ′)|U , (E ,V)|U ) = Hom
(

(E ′|π−1
S U ,V

′|U ), (E|π−1
S U ,V|U )

)
.

This is actually a sheaf and the functor HomπS ((E ′,V ′),−) is left exact. We denote by

ExtiπS ((E ′,V ′),−) ∀ i ≥ 1

its right derived functors. If S = Spec(C), then a family (E ′,V ′) parametrized by S is simply
a coherent system (E′, V ′) and the previous functors are the derived functors of the functor
Hom((E′, V ′),−), so we denote them by Exti((E′, V ′),−).

By using remark 1.0.2 and [He, corollaire 1.20] for the projection πS : C ×S → S we have
the following useful result of semicontinuity.

Proposition 1.0.5. Let (E ,V) and (E ′,V ′) be two families of coherent systems (not necessarily

of the same type), parametrized by the same scheme S. Then for all i ≥ 0 the function

ti(s) := dim Exti((E ′,V ′)s, (E ,V)s)

is upper semicontinuous on S. If S is integral and for a certain i the function ti(s) is constant

on S, then the sheaf ExtiπS ((E ′,V ′), (E ,V ′)) is locally free on S.

We recall also a result from [BGMN], stated here with slightly di�erent notations.

Lemma 1.0.6. ([BGMN, lemma 6.3]) Let (E, V ) be a coherent system of type (n, d, k) and

let αc be a critical value for (n, d, k).

(i) Let us suppose that (E, V ) is α+
c -stable but α−c -unstable. Then (E, V ) appears as the

middle term in a non-trivial extension:

0→ (E1, V1)
α−→ (E, V )

β−→ (E2, V2)→ 0 (1.4)

in which

(a) (E1, V1) and (E2, V2) are both α+
c -stable with

µα+
c

(E1, V1) < µα+
c

(E, V ) < µα+
c

(E2, V2);

(b) (E1, V1) and (E2, V2) are both αc-semistable with

µαc(E1, V1) = µαc(E, V ) = µαc(E2, V2);

(c) k1/n1 is a maximum among all proper subsystems (E1, V1) ⊂ (E, V ) which satisfy

(b);
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(d) n1 is a minimum among all proper subsystems (E1, V1) that satisfy (c).

(ii) Similarly, if (E, V ) is α−c -stable but α
+
c -unstable, then (E, V ) appears as the middle term

in a non-trivial extension (1.4) in which

(a) (E1, V1) and (E2, V2) are both α−c -stable with

µα−c (E1, V1) < µα−c (E, V ) < µα−c (E2, V2);

(b) (E1, V1) and (E2, V2) are both αc-semistable with

µαc(E1, V1) = µαc(E, V ) = µαc(E2, V2);

(c) k1/n1 is a minimum among all proper subsystems (E1, V1) ⊂ (E, V ) which satisfy

(b);

(d) n1 is a minimum among all proper subsystems (E1, V1) that satisfy (c).

Remark 1.0.5. In the original lemma it is not written explicitly that the sequence (1.4) is
non-split, but actually this is an easy computation. Indeed, if that sequence is split, then we
have (E, V ) ' (E1, V1)⊕ (E2, V2), which cannot be α-stable for any α.

Remark 1.0.6. Using condition (i-b), condition (i-a) can be restated saying that k1
n1
< k

n <
k2
n2

and analogously condition (ii-a) can be restated saying that k1
n1
> k

n >
k2
n2
.

Remark 1.0.7. Obviously also the extensions obtained by (1.4) by multiplication by scalars
in C∗ do satisfy properties (a)-(d), so the extension with representative (1.4) can at most
be unique only up to an action of C∗. Moreover, as we will see in the following chapters,
in general such an extension will not be unique also after quotienting by C∗. First of all,
this is because the numerical conditions (a)-(d) in general are not su�cient to get uniqueness
of (E1, V1). Moreover, we can have problems if the automorphism groups of (E1, V1) or of
(E2, V2) are larger than C∗: in this case even if the objects (Ei, Vi)'s are unique, the class of
the extension (1.4) is not unique. Finally, we have problems if (E, V ) contains a subobject of
the form (E1, V1)⊕ (E1, V1); in this case even if (E1, V1) is unique with C∗ as automorphism
group, the morphism α is not uniquely determined up to scalars. An analogous problem can
occur if there is a quotient (E, V )→ (E2, V2)⊕ (E2, V2).

Proposition 1.0.7. [BGMN, proposition 3.2] Let (E1, V1) and (E2, V2) be two coherent sys-

tems on C of types (n1, d1, k1) and (n2, d2, k2) respectively. Let

H0
21 := Hom((E2, V2), (E1, V1)) and H2

21 := Ext2((E2, V2), (E1, V1)).

Then:

dim Ext1((E2, V2), (E1, V1)) = C21 + dim H0
21 + dim H2

21,

where

C21 := n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2.



Chapter 2

Filtrations for semistable coherent

systems

In this chapter we state some general properties of Jordan-Hölder �ltrations and we also
introduce a slightly di�erent notion of �ltration that will be useful in the next chapter. In
general, we will be only interested in �ltrations for coherent systems of type (n, d, k) that are
(strictly) semistable at a value αc that is critical for (n, d, k). This is the only interesting case,
otherwise we end up with the trivial �ltration.

2.1 Canonical �ltrations

Since Jordan-Hölder �ltrations in general are not unique, we look for some unique �ltration.
The basic idea is the same of [GM]. In order to �nd such a unique �ltration, we �rst state
this preliminary lemma.

Lemma 2.1.1. Let us �x any αc-semistable coherent system (E, V ) with αc-slope µ and let

us consider the set:

S = S(E, V ) := {all non-trivial coherent subsystems of (E, V )

which are direct sums of αc-stable coherent systems with αc-slope µ}.

Then this set is non-empty and it admits a unique maximal element with respect to inclu-

sions.

Proof. S is nonempty (because it contains the �rst term of every αc-JHF of (E, V )) and it
is partially ordered by inclusions. By proposition 1.0.1 we are in a noetherian category, so
we get that there exists at least a maximal element, that we denote by (E1, V1). Now by
contradiction, let us suppose that we have also another (Ẽ1, Ṽ1) which is a maximal object
of S. If we have that E1 ∩ Ẽ1 is the zero sheaf, then the direct sum of (E1, V1) and (Ẽ1, Ṽ1)

contradicts the maximality of both. Hence we can suppose that E1∩Ẽ1 is not the trivial sheaf.

15
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Then let us consider the morphism of coherent systems:

ϕ : (E1, V1) ↪→ (E, V ) � (E, V )/(Ẽ1, Ṽ1).

The last object is again an αc-semistable coherent system with αc-slope µ by proposition
1.0.1. ϕ is not the zero morphism since (E1, V1) 6= (Ẽ1, Ṽ1). Again by proposition 1.0.1 the
category of αc-semistable coherent systems of αc-slope µ is an abelian category, hence there
exists a kernel for ϕ in that category. Let us write (E, V ) := Ker(ϕ); then we have an exact
sequence of the form:

o→ (E, V )
α−→ (E1, V1)

ϕ−→ (E, V )/(Ẽ1, Ṽ1) = (E/Ẽ1, V/Ṽ1). (2.1)

Then by de�nition of exact sequence of coherent systems we get an exact sequence of
vector bundles:

0→ E → E1 → E/Ẽ1;

hence E = E1 ∩ Ẽ1 (the part on the right a priori is just a sheaf, but since it is equal to E,
then it is a vector bundle). Moreover, we get exact sequences of vector spaces:

0 → H0(E ) → H0(E1) → H0(E/Ẽ1)

∪ ∪ ∪
0 → V → V1 → V/Ṽ1,

(2.2)

where the second line is exact by (2.1). Hence we get that V = V1∩ Ṽ1 (where the intersection
is made in H0(E) that contains both V1 and Ṽ1). Then we can consider the exact sequence
induced by α:

0→ (E1 ∩ Ẽ1, V1 ∩ Ṽ1)
α→ (E1, V1)

β→ (E1, V1)/(E1 ∩ Ẽ1, V1 ∩ Ṽ1)→ 0. (2.3)

Since (E1, V1) 6= (Ẽ1, Ṽ1), then (E1 ∩ Ẽ1, V1 ∩ Ṽ1) is strictly contained in (E1, V1); by
construction (E1, V1) is the sum of αc-stable coherent systems of αc-slope µ, so there exists
an object (E′, V ′) ⊂ (E1, V1) that is αc-stable and that is not completely contained in the
image of α. Now let us denote by (E′′, V ′′) the image of (E′, V ′) under β; by exactness of
(2.3), we have that β|(E′,V ′) is non-zero. Then by lemma 1.0.4 the image (E′′, V ′′) of (E′, V ′)

is isomorphic to (E′, V ′), so it is αc-stable with αc-slope µ.

If do the same construction for all the (E′, V ′)'s that are αc-stable factors of (E1, V1) not
contained in (E1 ∩ Ẽ1, V1 ∩ Ṽ1), we get a split γ of (2.3), so that:

(E1, V1) = (E1 ∩ Ẽ1, V1 ∩ Ṽ1)⊕ Im(γ) '
' (E1 ∩ Ẽ1, V1 ∩ Ṽ1)⊕ (E1, V1)/(E1 ∩ Ẽ1, V1 ∩ Ṽ1). (2.4)

Analogously, we can consider the morphism
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ϕ̃ : (Ẽ1, Ṽ1) ↪→ (E, V ) � (E, V )/(E1, V1)

and its kernel. Then the same explicit description given before for Ker(ϕ) proves that Ker(ϕ̃)

is equal to (Ẽ1 ∩ E1, Ṽ1 ∩ V1) = (E1 ∩ Ẽ1, V1 ∩ Ṽ1) = Ker(ϕ). Hence by proceeding as before
we get an exact sequence:

0→ (E1 ∩ Ẽ1, V1 ∩ Ṽ1)
α̃→ (Ẽ1, Ṽ1)

β̃→ (Ẽ1, Ṽ1)/(E1 ∩ Ẽ1, V1 ∩ Ṽ1)→ 0

and a split γ̃ of it such that:

(Ẽ1, Ṽ1) = (E1 ∩ Ẽ1, V1 ∩ Ṽ1)⊕ Im(γ̃) '
' (E1 ∩ Ẽ1, V1 ∩ Ṽ1)⊕ (Ẽ1, Ṽ1)/(E1 ∩ Ẽ1, V1 ∩ Ṽ1). (2.5)

Note that by construction all the terms of the splittings (2.4) and (2.5) are non-trivial and
consist of direct sums of αc-stable coherent systems with αc-slope µ. Now by considering only
the part related to vector bundles, we get that Im(γ)∩ Im(γ̃) = 0 in E. Hence it makes sense
to consider the coherent subsystem of (E, V ) given by:

(E1 ∩ Ẽ1, V1 ∩ Ṽ1)⊕ Im(γ)⊕ Im(γ̃).

By construction, this is again a direct sum of αc-stable coherent systems with αc-slope
µ. Since Im(γ) and Im(γ̃) are both non-trivial, the new coherent system strictly contains
both (E1, V1) and (Ẽ1, Ṽ1), and so it contradicts their maximality in S. Hence (E1, V1) is
unique.

Lemma 2.1.2. Let us �x any αc-semistable coherent system (E, V ) with αc-slope µ. Then

there exists a unique �ltration

0 = (E0, V0) ⊂ (E1, V1) ⊂ · · · ⊂ (Es, Vs) = (E, V ) (2.6)

such that:

(i) for all i = 1, · · · , s the quotients (Ei, Vi)/(Ei−1, Vi−1) are direct sums of αc-stable coher-
ent sheaves with αc-slope µ;

(ii) for all i = 1, · · · , s the coherent systems (E, V )/(Ei−1, Vi−1) don't contain any coherent

subsystem which is the direct sum of (Ei, Vi)/(Ei−1, Vi−1) with an αc-stable coherent

system with αc-slope µ;

(iii) the graded associated to this �ltration coincides with the graded associated to an αc-JHF

of (E, V );

(iv) if the αc-JHF of (E, V ) is unique, it coincides with (2.6);

(v) if (2.6) is an αc-Jordan-Hölder �ltration, then it is the unique αc-Jordan-Hölder �ltration

of (E, V ).
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De�nition 2.1.1. We will say that (2.6) is the αc-canonical �ltration associated to (E, V ).
We will say that such a �ltration is of type (t1, · · · , ts) if for each i = 1, · · · , s we have that the
αc-semistable coherent system (Ei, Vi)/(Ei−1, Vi−1) is the direct sum of ti αc-stable coherent
systems. In particular, we will have that t1 + · · · + ts coincides with the length r of any αc-
Jordan-Hölder �ltration of (E, V ). Moreover, (E, V ) has unique αc-Jordan-Hölder �ltration
if and only if its αc-canonical �ltration is of type (1, · · · , 1) (r times).

Proof. If (E, V ) is αc-stable, there's nothing to prove. Otherwise, properties (i) and (ii) force
the �rst term of (2.6) to be equal to the maximal element (E1, V1) of S(E, V ). Actually, if
we choose that coherent subsystem, we get that it obviously satis�es both properties (i) and
(ii) for i = 1. Then we can consider (E, V )/(E1, V1): by proposition 1.0.1, this is again αc-
semistable with αc-slope µ, so we can apply the same procedure to the set S((E, V )/(E1, V1))

to get the term (E2, V2) of (2.6), and so on. Since the rank of the coherent system is strictly
decreasing at each step, after �nitely many steps we get a �ltration (2.6) that satis�es prop-
erties (i) and (ii) for all i = 1, · · · , s. Using lemma 2.1.1 at each step, we get that each term
of the �ltration is unique, hence (2.6) is unique.

Now let us consider the �rst term (E1, V1) of the �ltration (2.6): since it αc-polystable,
then it is αc-semistable, hence it appears in some αc-JHF of (E, V ). So the graded of (E, V )

associated to that �ltration is equal to the direct sum of the graded of (E1, V1) and of the
graded of (E, V )/(E1, V1). Since (E1, V1) is the sum of αc stable coherent systems, it is obvious
that a graded for it coincides with (E1, V1) = (E1, V1)/(E0, V0). Then we have that:

grαc(E, V ) = (E1, V1)⊕ grαc

(
(E, V )/(E1, V1)

)
.

Then we can apply the same procedure to (E, V )/(E1, V1); by induction we conclude that
there exists an αc-JHF of (E, V ) that completes (2.6) and such that:

grαc(E, V ) = ⊕i=1,··· ,s(Ei, Vi)/(Ei−1, Vi−1).

So this proves property (iii). Now let us prove also (iv): by construction of αc-JHF, we get
that the �rst term of any αc-JHF of (E, V ) is given as a minimal element of S(E, V ), i.e. an
αc-stable coherent subsystem of (E, V ). If the αc-JHF is unique, this implies that there are
no direct sums of 2 or more coherent systems as subobject of (E, V ) with αc-slope µ, so the
set S(E, V ) consists of a unique element, hence its maximal object coincides with the minimal
one. By construction, the maximal object is the �rst term of (2.6), hence we have proved
that the �rst term of the unique αc-JHF of (E, V ) coincides with the �rst term of (2.6). Then
in order to conclude, it su�ces to consider the coherent system (E, V )/(E1, V1) and to apply
induction on it.

Conversely, if (2.6) is an αc-Jordan-Hölder �ltration, then this means that (E1, V1) is αc-
stable (and not only αc-polystable). By construction we know that (E1, V1) is the maximal
object of S(E, V ); therefore S(E, V ) consists of a single element. By de�nition of αc-Jordan-
Hölder �ltration, the term (E1, V1) of an αc-Jordan-Hölder �ltration is any minimal object of
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S(E, V ). Therefore, any αc-Jordan-Hölder �ltration of (E, V ) has the same �rst term, namely
(E1, V1). Then we consider the coherent system (E, V )/(E1, V1) and we apply induction on
it.

Now we need a way to characterize canonical �ltrations. This is taken into account by the
following proposition.

Proposition 2.1.3. Let (Ei, Vi)i=1,··· ,t be a �ltration of a coherent system (E, V ) such that

the coherent systems (Ei, Vi)/(Ei−1, Vi−1) are all αc-polystable with the same αc-slope µ for

all i = 1, · · · , t. Then the following facts are equivalent

(a) (Ei, Vi)i=1,··· ,t is the αc-canonical �ltration of (E, V );

(b) for every i = 1, · · · , t− 1, for every αc-stable coherent system (Q,W ) with αc-slope equal

to µ and for every morphism

γ : (Q,W )→ (E, V )/(Ei−1, Vi−1),

we have βi ◦ γ = 0, where βi is the morphism appearing in the induced exact sequence

0→ (Ei, Vi)/(Ei−1, Vi−1)
αi−→ (E, V )/(Ei−1, Vi−1)

βi−→ (E, V )/(Ei, Vi)→ 0;

(c) same statement of (b) but restricted for every �xed i = 1, · · · , t− 1 only to those (Q,W )'s

that appear in the graded of (E, V )/(Ei−1, Vi−1) at αc and to γ 6= 0.

Proof. First of all, we will prove that (a) and (b) are equivalent.

Let us suppose that (b) is not veri�ed and let i be the smallest index in {1, · · · , t−1} such
that there exists an αc-stable coherent system (Q,W ) with µαc(Q,W ) = µ and a morphism
γ : (Q,W ) → (E, V )/(Ei−1, Vi−1) such that βi ◦ γ 6= 0. In particular, γ 6= 0; since (Q,W ) is
αc-stable, then by lemma 1.0.4 it is isomorphic to Im(γ). Moreover, since βi ◦ γ 6= 0, then we
get that Im(γ) * Im(αi), so we can form the coherent subsystem

(Ei, Vi)/(Ei−1, Vi−1)⊕ Im(γ) ⊂ (E, V ). (2.7)

By hypothesis (Ei, Vi)/(Ei−1, Vi−1) is αc-polystable with αc-slope equal to µ; since (Q,W )

is αc-stable with the same αc-slope, we get that (2.7) is the sum of αc-stable coherent systems
with αc-slope µ and it is contained in (E, V )/(Ei−1, Vi−1). So by de�nition of αc-canonical
�ltration the system (Ei, Vi) cannot be part of the αc-canonical �ltration of (E, V ), so (a) is
not veri�ed.

Conversely, let us suppose that (b) is satis�ed and let {(E′i, V ′i )}i=1,··· ,s be the αc-canonical
�ltration of (E, V ). By construction of the αc-canonical �ltration, we have that (E′1, V

′
1) is

the unique maximal element of the set S(E, V ), that is the set of all subsystems of (E, V )

that are αc-polystable with αc-slope equal to µ. By hypothesis (E1, V1) ∈ S(E, V ), so we get
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that (E1, V1) ⊆ (E′1, V
′

1). By contradiction, let us suppose that (E1, V1) is strictly contained in
(E′1, V

′
1); since both coherent systems are αc-polystable, this implies that there exists an αc-

stable coherent system (Q,W ) with µαc(Q,W ) = µ, such that (E1, V1) ⊕ (Q,W ) ⊆ (E′, V ′).
Then let us de�ne a morphism γ as the composition:

γ : (Q,W ) ↪→ (E1, V1)⊕ (Q,W ) ↪→ (E′1, V
′

1) ↪→ (E, V ) = (E, V )/(E0, V0).

Let us also consider the exact sequence

0→ (E1, V1)
α1−→ (E, V )

β1−→ (E, V )/(E1, V1)→ 0.

Since we are assuming (b), we get that β1 ◦ γ = 0, then by exactness of this sequence we
get that there exists γ′ : (Q,W ) → (E1, V1) such that γ = α1 ◦ γ′, but this is impossible by
de�nition of (Q,W ) and of γ. Therefore we get that necessarily (E1, V1) = (E′1, V

′
1). Then we

consider the coherent systems (E2, V2)/(E1, V1) and (E′2, V
′

2)/(E1, V1) and we use the same
argument; we conclude by induction on the length t of the �ltration {(Ei, Vi)}i.

Now obviously (b) implies (c). Conversely, let us �x any αc-stable coherent system (Q,W )

with µαc(E, V ) = µ, together with a morphism γ to (E, V )/(Ei−1, Vi−1). If γ = 0, then
βi◦γ = 0. Otherwise, by lemma 1.0.4 γ maps isomorphically (Q,W ) into a coherent subsystem
(Q′,W ′) of (E, V )/(Ei−1, Vi−1) with µαc(Q

′,W ′) = µ. Then (Q,W ) ' (Q′,W ′) is contained
in the graded of (E, V )/(Ei−1, Vi−1).

2.2 Jordan-Hölder �ltrations

Having �xed any αc-semistable coherent system (E, V ), we want to give necessary and
su�cient conditions so that its αc-Jordan-Hölder �ltration is unique. By lemma 2.1.2 we have
that an αc-Jordan-Hölder �ltration of (E, V ) is its unique αc-Jordan-Hölder �ltration if and
only if it coincides with the αc-canonical �ltration of (E, V ). We want to restate the conditions
that characterize the canonical �ltration in the case when it coincides with a Jordan-Hölder
�ltration. Then we get the following result.

Proposition 2.2.1. Let us �x any αc-semistable coherent system (E, V ) with µαc(E, V ) =:

µ and any αc-Jordan-Hölder �ltration {(Ei, Vi)}i=1,··· ,r for it, with graded at αc given by

⊕ri=1(Qi,Wi). Then the following facts are equivalent:

(a) the �ltration {(Ei, Vi)}i=1,··· ,r is the unique αc-Jordan-Hölder �ltration of (E, V );

(b) all the sequences

0→ (Qi,Wi)
α′i−→ (Ei+1, Vi+1)/(Ei−1, Vi−1)

β′i−→ (Qi+1,Wi+1)→ 0 (2.8)

are non-split for i = 1, · · · , r − 1.
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Proof. Let us suppose that the αc-Jordan-Hölder �ltration is unique and let us prove (b). Let
us �x any index i = 1, · · · , r − 1 and any non-zero morphism

γi : (Qi+1,Wi+1) −→ (Ei+1, Vi+1)/(Ei−1, Vi−1).

Then let us consider the following commutative diagram:

(Ei+1, Vi+1)/(Ei−1, Vi−1) (Ei+1, Vi+1)/(Ei, Vi)

y

(E, V )/(Ei−1, Vi−1) (E, V )/(Ei, Vi).
βi

ζ′i ζi

β′i

Let us write γ := ζ ′i ◦γi : (Qi+1,Wi+1)→ (E, V )/(Ei−1, Vi−1). Since the αc-Jordan-Hölder
�ltration is unique, it coincides with the αc-canonical �ltration by lemma 2.1.2. So we can
use part (b) of proposition 2.1.3, hence βi ◦γ = 0. By commutativity of the previous diagram,
this gives ζi ◦ β′i ◦ γi = 0. Since ζi is injective, we get β′i ◦ γi = 0. So we have proved that for
every i = 1, · · · , r − 1 there are no splittings for (2.8).

Conversely, let us suppose that (2.8) is non-split for all i = 1, · · · , r − 1. We claim that
{(Ei, Vi)}i=1,··· ,r is the αc-canonical �ltration of (E, V ). In order to do that, it su�ces to prove
condition (b) of proposition 2.1.3. So let us �x any index i ∈ {1, · · · , r − 1}, any αc-stable
coherent system (Q,W ) with αc-slope µ and any non-zero morphism

γ : (Q,W )→ (E, V )/(Ei−1, Vi−1).

By contradiction, let us suppose that βi ◦γ 6= 0. Since γ has values in (E, V )/(Ei−1, Vi−1),
there exists a coherent system (E′i, V

′
i ) containing (Ei−1, Vi−1) and contained in (E, V ), such

that Im(γ) = (E′i, V
′
i )/(Ei−1, Vi−1). Since βi ◦ γ 6= 0, we get that (E′i, V

′
i ) 6= (Ei, Vi). Since

(E′i, V
′
i ) is contained in (E, V ) = (Er, Vr), there exists a unique index j ∈ {i+ 1, · · · , r} such

that

(E′i, V
′
i ) ⊂ (Ej , Vj) and (E′i, V

′
i ) * (Ej−1, Vj−1). (2.9)

Then let us consider the composition

ϕ : (E′i, V
′
i )/(Ei−1, Vi−1) ↪→ (Ej , Vj)/(Ei−1, Vi−1) �

� (Ej , Vj)/(Ej−1, Vj−1) = (Qj ,Wj).

This morphism is non-zero by (2.9). Moreover, (E′i, V
′
i )/(Ei−1, Vi−1) = γ(Q,W ). Since

(Q,W ) is αc-stable, then by lemma 1.0.4 also (E′i, V
′
i )/(Ei−1, Vi−1) is αc-stable. Also (Qj ,Wj)

is αc-stable by de�nition of Jordan-Hölder �ltration. Then ϕ is an isomorphism by lemma
1.0.4. Now let us consider the embedding η de�ned as follows:
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η : (Qj ,Wj)
ϕ−1

−→ (E′i, V
′
i )/(Ei−1, Vi−1)

δ
↪→ (Ej , Vj)/(Ei−1, Vj−1).

Let us consider the short exact sequence

0→ (Ej−1, Vj−1)

(Ei−1, Vi−1)

α→ (Ej , Vj)

(Ei−1, Vi−1)

β→ (Ej , Vj)

(Ej−1, Vj−1)
= (Qj ,Wj)→ 0, (2.10)

where the morphisms α and β are easy to guess. Now

β ◦ η = β ◦ δ ◦ ϕ−1.

Let us suppose that β ◦ η = 0; then β ◦ δ = 0, so by exactness of (2.10) we have that δ
induces an embedding of (E′i, V

′
i ) in (Ej−1, Vj−1), but this is impossible by (2.9). Therefore

β ◦ η 6= 0. Since (Qj ,Wj) is αc-stable, we get that β ◦ η = λ · id(Qj ,Wj) for some λ ∈ C∗. Now
let us consider the commutative diagram with exact rows:

0
(Ej−1,Vj−1)
(Ei−1,Vi−1)

(Ej ,Vj)
(Ei−1,Vi−1)

(Ej ,Vj)
(Ej−1,Vj−1) 0

y y

0
(Ej−1,Vj−1)
(Ej−2,Vj−2)

(Ej ,Vj)
(Ej−2,Vj−2)

(Ej ,Vj)
(Ej−1,Vj−1)

0,

η

η′j−1

βα

π

α′j−1 β′j−1

where we de�ne η′j−1 := π ◦ η. By commutativity, it is easy to see that η′j−1 makes the second
line split. This contradicts the hypothesis of (b) for j − 1, so we conclude.



Chapter 3

Technical lemmas

In this chapter we state some results on pullbacks of families of extensions of coherent
systems and tensor products by line bundles. Moreover, we de�ne non-degenerate extensions
and we describe necessary and su�cient conditions for having such kind of extensions.

3.1 Extensions of coherent systems

De�nition 3.1.1. Let us �x any scheme S and any pair of families (E ,V), (E ′, V ′) (of coherent
systems over C) parametrized by S. Then let us de�ne the vector space

HomS((E ′,V ′), (E ,V))

as the set of all morphisms (α, β) as described in de�nition 1.0.8. The functor HomS((E ′,V ′),−)

is right exact. We denote by ExtiS((E ′,V ′),−) its right derived functors. If S = Spec C, we
denote by Exti((E′, V ′),−) the corresponding derived functors. For the relationship between
the functors ExtiS(−,−)'s and ExtiπS (−,−)'s, see [BGMMN, proposition A.9].

The construction of the functors ExtiS(−,−) follows from [He], where the families of co-
herent systems parametrized by S are embedded in a larger category of algebraic systems
on C × S/S. This larger category is an abelian category with enough injectives, so derived
functors are de�ned for every right exact functor. Given any pair of families as before, the
sets

ExtiS((E ′,V ′), (E ,V))

are all vector spaces.

The following lemma is a direct consequence of the de�nition of the functors Ext1S(−,−)'s
and it is already implicit in the proof of [BGMN, proposition A.9]. The lemma is also stated
explicitly in [BGMN, proposition 3.1] in the particular case when S = Spec(C).

Lemma 3.1.1. For all schemes S and for all pairs of families (E ,V), (E ′,V ′) parametrized

by S, there is a canonical bijection from Ext1S((E ′,V ′), (E ,V)) to the set of all short exact

sequences

23
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0 −→ (E ,V) −→ (F ,W) −→ (E ′,V ′) −→ 0 (3.1)

modulo equivalences.

Here an extension (3.1) is equivalent to an extension

0 −→ (E ,V) −→ (G,Z) −→ (E ′,V ′) −→ 0

if and only if there is an isomorphism (F ,W)
∼→ (G,Z) making the following diagram commute

0 (E ,V) (F ,W) (E ′,V ′) 0

y

0

y

(E ,V) (G,Z) (E ′,V ′) 0.

˜

Proof. This is a standard fact for an abelian category with enough injectives. It is therefore
su�cient to observe that, given a short exact sequence in the category of algebraic systems
on C × S/S for which the left and right hand members are families of coherent systems
parametrized by S, then the whole sequence belongs to the category of coherent systems
parametrized by S.

3.2 Pullbacks of extensions of families and tensors of extensions

of families by line bundles

Lemma 3.2.1. Let S be any scheme and let

0 −→ (E1,V1) −→ (E ,V) −→ (E2,V2) −→ 0 (3.2)

be any short exact sequence of families of coherent systems on C parametrized by S. Let

f : S′ → S be any morphism of schemes. Then the pullback of (3.2) via f is an exact sequence

of families of coherent systems parametrized by S′.

Proof. Given the de�nition of pullbacks of coherent systems, it is enough to remark that
pullbacks of short exact sequences of vector bundles remain short exact.

Lemma 3.2.2. Let us �x any scheme S and any short exact sequence (3.2) of families of

coherent systems on C parametrized by S. Let us �x also also any line bundle L on S. Then

the sequence obtained by tensoring (3.2) by L is again a short exact sequence.

Proof. Tensoring (3.2) by L amounts to tensoring by π∗SL an exact sequence of vector bundles
on C × S and by L an exact sequence on S, so we get again 2 exact sequences of vector
bundles on C × S and S respectively. If we put together these 2 sequences we get the desired
result.
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3.3 Non-degenerate extensions

De�nition 3.3.1. Let us �x any short exact sequence

0 −→ (E′, V ′)
α−→ (E, V )

β−→ (E′′, V ′′) −→ 0 (3.3)

of coherent systems with αc-slope µ. Let us suppose that

(E′, V ′) ' (Q1,W1)⊕t1 ⊕ · · · ⊕ (Qr,Wr)
⊕tr ,

where t1, · · · , tr ≥ 1 and (Qi,Wi) 6' (Qj ,Wj) for all i 6= j. If ξ is the class of (3.3), then ξ is
associated to a sequence

(ξ1
1 , · · · , ξ

t1
1 , · · · , ξ

1
r , · · · , ξt1r )

where every ξji belongs to Hi := Ext1((E′′, V ′′), (Qi,Wi)). Then we say that the sequence
(3.3) is non-degenerate on the left (of rank (t1, · · · , tr)) if for all i = 1, · · · , r we have that
ξ1
i , · · · , ξ

ti
i are linearly independent in Hi.

De�nition 3.3.2. Let us �x any short exact sequence (3.3) of coherent systems with αc-slope
µ. Let us suppose that

(E′′, V ′′) ' (Q1,W1)⊕t1 ⊕ · · · ⊕ (Qr,Wr)
⊕tr ,

where t1, · · · , tr ≥ 1 and (Qi,Wi) 6' (Qj ,Wj) for all i 6= j. If ξ is the class of (3.3), then ξ is
associated to a sequence

(ξ1
1 , · · · , ξ

t1
1 , · · · , ξ

1
r , · · · , ξtrr ),

where every ξji belongs to Hi := Ext1((Qi,Wi), (E
′, V ′)). Then we say that the sequence

(3.3) is non-degenerate on the right (of rank (t1, · · · , tr)) if for all i = 1, · · · , r we have that
ξ1
i , · · · , ξ

ti
i are linearly independent in Hi.

Lemma 3.3.1. Let us �x any sequence (3.3) of coherent systems with αc-slope µ, associated to

a sequence (ξ1
1 , · · · , ξ

t1
1 , · · · , ξ1

r , · · · , ξtrr ) as in de�nition (3.3.1) and let us suppose that (Qi,Wi)

is αc-stable for every i = 1, · · · , r. Then (3.3) is non-degenerate on the left if and only if for

all i = 1, · · · , r and for all quotients ζi : (E, V ) � (Qi,Wi) we have that ζi ◦ α = 0.

Proof. Let us suppose that there is any quotient ζi such that ζi ◦α 6= 0. Up to reordering the
(Qi,Wi)'s, we can assume that i = 1; we write (Q′,W ′) for the direct sum of all the objects
of (E′, V ′) not isomorphic to (Q1,W1). Since (Q1,W1) 6' (Qi,Wi) for all i 6= 1, then there
exists (a1, · · · , at1) ∈ Ct1 r {0} such that

0 6= ζ1 ◦ α = (a1, · · · , at1 , 0) : (Q1,W1)⊕t1 ⊕ (Q′,W ′) −→ (Q1,W1).

Up to reordering, we can assume that a1 6= 0. If t1 = 1, then this implies easily that
ξ1

1 = 0, so we get that (3.3) is degenerate on the left; so we only consider the case when t1 > 1.
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Since the target of ζ1 ◦ α is αc-stable, then such a morphism is surjective and we can
complete to an exact sequence

0→ (Q1,W1)t1−1 ⊕ (Q′,W ′)
fa1,··· ,at1

⊕id(Q′,W ′)−→
fa1,··· ,at1

⊕id(Q′,W ′)−→ (Q1,W1)⊕t1 ⊕ (Q′,W ′)
ζ1◦α=(a1,··· ,at1 ,0)

−→ (Q1,W1)→ 0, (3.4)

where

fa1,··· ,at1 :=


−a2/a1 · · · −at1/a1

1 · · · 0
...

. . .
...

0 · · · 1

 .

Let ξ be the class of the sequence (3.3) in

Ext1
(
(E′′, V ′′), (Q1,W1)⊕t1 ⊕ (Q′,W ′)

)
and let ξ′ := (a1, · · · , at1 , 0)(ξ); so we have a commutative diagram:

0 (Q1,W1)⊕t1 ⊕ (Q′,W ′) (E, V ) (E′′, V ′′) 0 ξ

y y

0 (Q1,W1) (Ẽ, Ṽ ) (E′′, V ′′) 0 ξ′.

(a1,··· ,at1 ,0)η

α

β′

β

α′

(a1,··· ,at1 ,0)

(3.5)

By the snake lemma and (3.4) we have:

Ker η = Ker (a1, · · · , at1 , 0) = (Q1,W1)⊕t1−1 ⊕ (Q′,W ′) = Im α ◦ (fa1,··· ,at1 ⊕ id(Q′,W ′)).

Now by de�nition of (a1, · · · , at1), we have that

ζ1 ◦ α ◦ (fa1,··· ,at1 ⊕ id(Q′,W ′)) = (a1, · · · , at1 , 0) ◦ (fa1,··· ,at1 ⊕ id(Q′,W ′)) = 0.

Therefore ζ1 is zero on the kernel of η. So we get that ζ1 induces a non-zero morphisms
ζ ′1 from (Ẽ, Ṽ ) = (E, V )/Ker η to (Q1,W1), such that ζ ′1 ◦ η = ζ1. By commutativity of the
previous diagram, we get that

ζ ′1 ◦ α′ ◦ (a1, · · · , at1 , 0) = ζ ′1 ◦ η ◦ α = ζ1 ◦ α 6= 0.

In particular, we get that ζ ′1 ◦ α′ 6= 0, so such a morphism belongs to Aut(Q1,W1) = C∗.
Therefore ζ ′1 gives a splitting of the second line of (3.5), so (a1, · · · , at1 , 0)(ξ) = ξ′ = 0. So we
get that
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a1 · ξ1
1 + · · ·+ at1 · ξ

t1
1 = 0, (3.6)

so ξ1
1 , · · · , ξ

t1
1 are linearly dependent.

Conversely, if ξ1
1 , · · · , ξ

t1
1 are linearly dependent, then there exists a sequence (a1, · · · , at1) ∈

Ct1 r {0} such that (3.6) holds. Then we have that

(a1, · · · , at1 , 0)(ξ) = 0,

so we have a diagram of the form (3.5) with the second line that is split. So we get a quotient:

ζ1 : (E, V ) � (Ẽ, Ṽ ) ' (Q1,W1)⊕ (E′′, V ′′) � (Q1,W1),

A direct check proves that α ◦ ζ1 = (a1, · · · , at1 , 0) 6= 0, so this is enough to conclude.

Lemma 3.3.2. Let us �x any sequence (3.3) of coherent systems with αc-slope µ, associated to

a sequence (ξ1
1 , · · · , ξ

t1
1 , · · · , ξ1

r , · · · ξtrr ) as in de�nition (3.3.2) and let us suppose that (Qi,Wi)

is αc-stable for every i = 1, · · · , r. Then (3.3) is non-degenerate on the right if and only if for

all i = 1, · · · , r and for all morphisms γi : (Qi,Wi) ↪→ (E, V ) we have that β ◦ γi = 0.

Proof. This is the dual of the proof of lemma 3.3.1.





Chapter 4

Universal families of extensions

We want to prove a series of statements analogous to those in [L] for families of extensions
of coherent systems instead of families of extensions of coherent sheaves. The statements of
[L] are true for every projective morphism f : X → Y . In our case, we have to restrict to
the case when f is the projection πS : X × S → S for any projective scheme X and for any
noetherian scheme S because we have to use [He, proposition 1.13], that is proved only in this
case. It seems possible to prove results analogous to those of [L] in full generality; anyway for
this work the version we will prove below will be su�cient.

Almost all the results of this chapter hold under the hypothesis that X is any projective
scheme, we don't require that it is a smooth irreducible projective curve C. Only in the last
section we will restrict to that particular case.

Note that as in [L], we need a �atness hypothesis on the families we will use. Such an
hypothesis is implicit in the de�nition of families of coherent systems, see remark 1.0.2.

4.1 Cohomology and base change for families of coherent sys-

tems

First of all, we will need to write a statement of cohomology and base change, so we need
a result analogous to [L, corollary 1.2]. In this section we will have to consider every family
of coherent systems as a family of weak coherent systems as in de�nition 1.0.7. Let us �rst
state the following preliminary result.

Proposition 4.1.1. Let X be any projective scheme and let (E ,V, φ) and (E ′,V ′, φ′) be two

families of coherent systems over X, parametrized by a noetherian scheme S. Moreover, let us

�x also any noetherian S-scheme u : S′ → S. Then there exists a resolution ∆• of (E ′,V ′, φ′)
such that:

(i) ∆0 = (P0, 0, 0)⊕ (π∗SV ′,V ′, idπ∗SV ′)

(ii) ∆j = (Pj , 0, 0) for all j ≥ 1;

29
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(iii) Pj is locally free on X × S for all j ≥ 0;

(iv) for all locally free OS′-modulesM, for all j ≥ 0 and for all i ≥ 1 we have ExtiπS′ ((u
′, u)∗∆j ,

(u′, u)∗(E ,V, φ)⊗S′M) = 0;

(v) for all j ≥ 0 the sheaf Lj := HomπS (∆j , (E ,V, φ)) is locally free on S.

Proof. The proof consists simply in combining the proof of [He, proposition 1.13] with the
proof of [L, lemma 1.1]. Actually, point (iv) holds for every quasi-coherent OS′-module M,
once we suitably enlarge the category of coherent systems to take into account also algebraic
systems (see remark 1.0.3).

De�nition 4.1.1. In the notation of [He], a very negative resolution of (E ′,V ′, φ′) with respect

to (E ,V, φ) is any resolution ∆• of (E ′,V ′, φ′) with properties (i), (ii), (iii) and:

(iv) ExtiπS (∆j , (E ,V, φ)) = 0 for all j ≥ 0 and for all i ≥ 1.

Remark 4.1.1. The previous proposition proves that if we �x any morphism u : S′ → S and
any pair of families (E ,V, φ), (E ′,V ′, φ′) parametrized by S, then the resolution (u′, u)∗∆• is
a very negative resolution of (u′, u)∗(E ′,V ′, φ′) with respect to (u′, u)∗(E ,V, φ) ⊗S′M for all
locally free OS′-modulesM. In particular, if we choose u = idS andM = OS , we get a very
negative resolution of (E ′,V ′, φ′) with respect to (E ,V, φ).

We recall the following result, obtained from [He, remarque 1.15] together with remark
1.0.2.

Lemma 4.1.2. For every noetherian scheme S, for every pair of families (E ,V, φ), (E ′,V ′, φ′)
of coherent systems parametrized by S, for every negative resolution ∆• of (E ′,V ′, φ′) with

respect to (E ,V, φ) and for every i ≥ 0 we have a canonical isomorphism of sheaves over S:

ExtiπS
(
(E ′,V ′, φ′), (E ,V, φ)

)
= Hi (HomπS (∆•, (E ,V, φ))) .

Now let us �x any u : S′ → S and any 2 families parametrized by S as before; let ∆• and
L• be as in proposition 4.1.1. Then we have an analogue of [L, corollary 1.2 (ii)] as follows.

Lemma 4.1.3. For all S-schemes u : S′ → S, for all locally free OS′-modules M and for all

j ≥ 0 there is a canonical isomorphism of sheaves on S′:

HomπS′

(
(u′, u)∗∆j , (u

′, u)∗(E ,V, φ)⊗S′M
)
' u∗Lj ⊗S′M. (4.1)

Proof. We have to consider two di�erent cases depending on j.

Case (i) Let us suppose that j ≥ 1. Then for all V open in S′ we have:
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HomπS′

(
(u′, u)∗∆j , (u

′, u)∗(E ,V, φ)⊗S′M
)

(V ) =

= HomV

(
(u′∗Pj , 0, 0)|V , (u′∗E ⊗X×S′ π∗S′M, u∗V ⊗S′M, φ̃)|V

)
=

= HomV

(
(u′∗Pj |π−1

S′ (V ), 0, 0), (u′∗E ⊗X×S′ π∗S′M|π−1
S′ V

, u∗V ⊗S′M|V , φ̃|V )
)

=

= HomπS′

(
u′∗Pj , u′∗E ⊗X×S′ π∗S′M

)
(V ).

Therefore, we have:

HomπS′ ((u
′, u)∗∆j , (u

′, u)∗(E ,V, φ)⊗S′M) = HomπS′ (u
′∗Pj , u′∗E ⊗X×S′ π∗S′M) =

= (πS′)∗HomOX×S′ (u
′∗Pj , u′∗E ⊗X×S′ π∗S′M) = (πS′)∗(u

′∗P∨j ⊗X×S′ u′∗E ⊗X×S′ π∗S′M) =

= (πS′)∗

(
u′∗(P∨j ⊗X×S E)⊗X×S′ π∗S′M

)
= (πS′)∗

(
u′∗(P∨j ⊗X×S E)

)
⊗S′M. (4.2)

Here the third equality is proved using the fact that u′∗Pj is locally free because Pj is so.
Analogous computations (with u replaced by idS andM by OS) prove that for all j ≥ 1:

Lj = HomπS (∆j , (E ,V, φ)) = (πS)∗
(
P∨j ⊗X×S E

)
. (4.3)

Now by proposition 4.1.1 (v) we have that Lj is locally free on S; therefore by base change
([Ha, III, prop. 12.11 and prop. 12.5]) we have:

(πS′)∗u
′∗(P∨j ⊗X×S E) = u∗πS∗(P∨j ⊗X×S E) = u∗Lj .

Therefore, we have that (4.2) is equal to u∗Lj⊗S′M. So we have proved that (4.1) is true
for all j ≥ 1.

Case (ii) Let us suppose that j = 0; then we have that ∆0 = (P0, 0, 0) ⊕ (π∗SV ′,V ′, id).
By the same idea used in the previous case, we have a canonical isomorphism:

HomπS′

(
(u′, u)∗(P0, 0, 0), (u′, u)∗(E ,V, φ)⊗S′M

)
'

' u∗HomπS

(
(P0, 0, 0), (E ,V, φ)

)
⊗S′M.

Therefore, in order to prove that (4.1) is still valid for j = 0, it su�ces to prove that there
is a canonical isomorphism:

HomπS′

(
(u′, u)∗(π∗SV ′,V ′, id), (u′, u)∗(E ,V, φ)⊗S′M

)
?'

?' u∗HomπS

(
(π∗SV ′,V ′, id), (E ,V, φ)

)
⊗S′M. (4.4)

Now for every open set V in S′ we have:
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HomπS′

(
(u′, u)∗(π∗SV ′,V ′, id), (u′, u)∗(E ,V, φ)⊗S′M

)
(V ) = (4.5)

= HomV

(
(u′∗π∗SV ′, u∗V ′, ĩd)|V , (u′∗E ⊗X×S′ π∗S′M, u∗V ⊗S′M, φ̃)|V

)
where ĩd is given by the composition:

ĩd : π∗S′u
∗V ′ η−→ u′∗π∗SV ′

u′∗(id)−→ u′∗π∗SV ′

and η is the canonical isomorphism induced by πS ◦ u′ = u ◦ πS′ . Therefore, ĩd = η is an
isomorphism. Hence (4.5) is the set of all pairs (α, β) of the form:

α : u′∗π∗SV ′|π−1
S′ (V ) −→ (u′∗E ⊗X×S′ π∗S′M)|π−1

S′ (V ),

β : u∗V ′|V −→ (u∗V ⊗S′M)|V

such that they make this diagram commute:

u′∗π∗SV ′|πS′−1(V )

(u′∗E ⊗X×S′ π∗S′M)|π−1
S′ (V ).

y

π∗S′u
∗V ′|π−1

S′ (V )

π∗S′(u
∗V ⊗S′M)|π−1

S′ V

α

η|
π−1
S′

(V )

φ̃|
π−1
S′

(V )

π∗
S′β

Therefore, α is completely determined as

α = φ̃|π−1
S′ (V ) ◦ (π∗S′β) ◦

(
η|π−1

S′ (V )

)−1
.

So, having �xed (π∗SV ′,V ′, id), (E ,V, φ), u : S′ → S andM, we have that (4.5) is naturally
identi�ed with the set of all morphisms β as before, i.e. with the set

HomV (u∗V ′|V , u∗V ⊗S′M|V ) = HomOS′ (u
∗V ′, u∗V ⊗S′M)(V ).

Therefore, the left hand side of (4.4) is given by:

HomOS′ (u
∗V ′, u∗V ⊗S′M) = u∗V ′∨ ⊗S′ u∗V ⊗S′M =

= u∗(V ′∨ ⊗S V)⊗S′M = u∗HomOS (V ′,V)⊗S′M.

Here we used several times the fact that V ′ is locally free on S. By using exactly the same
technique, we can prove that also the right hand side of (4.4) is given by the same expression,
so we conclude.
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With the same ideas we can also prove the following result; we omit the proof since it is
quite similar to the previous one.

Lemma 4.1.4. For all S-schemes u : S′ → S, for all locally free OS′-modules M and for all

j ≥ 0 there is a canonical isomorphism of sheaves on S′:

HomπS′

(
(u′, u)∗∆j ⊗S′M, (u′, u)∗(E ,V, φ)

)
' u∗Lj ⊗S′M∨.

Lemma 4.1.5. For every pair of families as before parametrized by S, for every morphism of

noetherian schemes u : S′ → S, for every locally free OS′-module M and for every i ≥ 0 we

have:

ExtiπS′
(

(u′, u)∗(E ′,V ′, φ′), (u′, u)∗(E ,V, φ)⊗S′M
)

=

= Hi
(
HomπS′

(
(u′, u)∗∆•, (u

′, u)∗(E ,V, φ)⊗S′M
))

where ∆• is as in proposition 4.1.1.

Proof. Let us consider the pullback (u′, u)∗∆•: by remark 4.1.1 we get that it is a very
negative resolution of (u′, u)∗(E ′,V ′, φ′) with respect to (u′, u)∗(E ,V, φ) ⊗S′M for all locally
free OS′-modulesM. Therefore we can use lemma 4.1.2 for the families (u′, u)∗(E ′,V ′, φ′) and
(u′, u)∗(E ,V, φ)⊗S′M over S′ and we conclude.

Now if we combine lemma 4.1.5 with the canonical isomorphism of lemma 4.1.3, we get
the following statement, that is analogous to [L, cor. 1.2.iii].

Lemma 4.1.6. For every i ≥ 0, for every morphism u : S′ → S and for every locally free

OS′-moduleM we have a canonical isomorphism of sheaves over S′:

ExtiπS′
(

(u′, u)∗(E ′,V ′, φ′), (u′, u)∗(E ,V, φ)⊗S′M
)

= Hi(u∗L• ⊗S′M)

where L• is as in proposition 4.1.1. Since L• is a complex of locally free sheaves on S by that

proposition, this implies that the sheaf on the left is coherent on S′.

Now for every locally free OS-moduleM and for every i ≥ 0, we de�ne

T i(M) := Hi(L• ⊗SM) = ExtiπS
(

(E ′,V ′, φ′), (E ,V, φ)⊗SM
)
,

where the last equality is given by the previous lemma with u = idS . By [Ha, III, proposition
12.5] we get natural homomorphisms for every i ≥ 0:

ϕ(i,M) : T i(OS)⊗SM→ T i(M).

Moreover, for every morphism u : S′ → S by using the same computation as [Ha, III,
proposition 9.3 and remark 9.3.1] we get the base change homomorphism:

τ i(u) : u∗ExtiπS
(

(E ′,V ′, φ′), (E ,V, φ)
)
−→ ExtiπS′

(
(u′, u)∗(E ′,V ′, φ′), (u′, u)∗(E ,V, φ)

)
.
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In addition, by using again a resolution ∆• as in proposition 4.1.1 together with [Ha, III,
proposition 9.3], we get the following result.

Proposition 4.1.7. For every �at morphism u : S′ → S of noetherian schemes and for every

i ≥ 0, the base change homomorphism τ i(u) is an isomorphism.

This is exactly [He, théorème 1.16 (i)], but with a more explicit construction of such an
isomorphism, that was not described in that work. Moreover, by proceeding as in [Ha, III.12]
we get the following result.

Proposition 4.1.8. (cohomology and base change for families of coherent systems) Let X be

a projective scheme, S any noetherian scheme and let (E ,V, φ) and (E ′,V ′, φ′) be two families

of coherent systems on X, parametrized by S. Let s be any point in S and let us assume that

the base change homomorphism

τ i(s) : ExtiπS
(

(E ′,V ′, φ′), (E ,V, φ)
)
⊗ k(s)→ Exti

(
(E ′,V ′, φ′)s, (E ,V, φ)s

)
is surjective. Then:

(i) there is an open neighborhood U of s in S such that τ i(s′) is an isomorphism for all s′

in U ;

(ii) τ i−1(s) is surjective if and only if ExtiπS
(

(E ′,V ′, φ′), (E ,V, φ)
)
is locally free in an open

neighborhood of s in S.

According to the usual de�nitions for coherent sheaves, if τ i(s) is an isomorphism for all s

in S, then we will say that ExtiπS
(

(E ′,V ′, φ′), (E ,V, φ)
)
commutes with base change. If this is

the case, then τ i(u) is an isomorphism for all morphisms u : S′ → S of noetherian schemes.

Remark 4.1.2. From now on, we will not need to refer explicitly to the maps of the form φ,
so in the following lemmas and propositions we will use the notation of de�nition 1.0.6.

Exactly as in [L, lemma 4.1], we can prove the following consequence of lemma 4.1.3.

Lemma 4.1.9. For every scheme S, for every pair of families (E ,V), (E ′,V ′) parametrized by

S, for every locally free OS-moduleM and for every i ≥ 0, there are canonical isomorphisms

ExtiπS
(

(E ′,V ′), (E ,V)
)
⊗SM' ExtiπS

(
(E ′,V ′), (E ,V)⊗SM

)
'

' ExtiπS
(

(E ′,V ′)⊗SM∨, (E ,V)
)
.

Lemma 4.1.10. Let us suppose that Ext1πS
(

(E ′,V ′), (E ,V)
)
commutes with base change and

that Hom
(

(E ′,V ′)s, (E ,V)s

)
= 0 for all s in S. Then for every S-scheme u : S′ → S and for

every locally free OS′-moduleM, we have a canonical isomorphism:

µ : Ext1S′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M
)
∼→

∼→ H0
(
S′, Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

)
⊗S′M

)
.

The same conclusion holds if we assume that S is a�ne.
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Proof. We recall that by [BGMMN, proposition A.9], there is a spectral sequence

Hp
(
S′, ExtqπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

))
⇒

⇒ Extp+qS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

)
.

This induces a long exact sequence:

0→ H1
(
S′,HomπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

))
→

→ Ext1S′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M
)

µ→
µ→ H0

(
S′, Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

))
→

→ H2
(
S′,HomπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

))
→ · · · (4.6)

Now let us assume the �rst hypothesis. If Hom
(

(E ′,V ′)s, (E ,V)s

)
= 0 for all s ∈ S, then

this implies that the base change morphisms τ0(s) are surjective for all s in S. Therefore, by

base change HomπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

)
= 0; moreover, by lemma 4.1.9 (over S′

instead of S) and base change we have that

HomπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

)
=

= HomπS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

)
⊗S′M = u∗HomπS

(
(E ′,V ′), (E ,V)

)
⊗S′M = 0.

So by substituting in the previous long exact sequence we get that there is an isomorphism

µ : Ext1S′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M
)
∼→

∼→ H0
(
S′, Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)⊗S′M

))
.

Then we can apply again lemma 4.1.9 (over S′ instead of S) for i = 1 and we get the
result. If we assume that S is a�ne, then both the �rst and the last term of the previous long
exact sequence are zero, so we conclude as before.

4.2 Families of (classes of) extensions

Let us consider any scheme S and any pair of families parametrized by S as before.
Moreover, let us consider any extension of (E ′,V ′) by (E ,V):

0 −→ (E ,V) −→ (F ,W) −→ (E ′,V ′) −→ 0;
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according to lemma 3.1.1, we can consider this as a representative of an object in Ext1S((E ′,
V ′), (E ,V)). Then for every point s in S the pullback of such an exact sequence toXs = X×{s}
gives rise to an extension:

0 −→ (E ,V)s −→ (F ,W)s −→ (E ′,V ′)s → 0.

Therefore, by lemma 3.1.1 we get a well de�ned map:

Φs : Ext1S
(

(E ′,V ′), (E ,V)
)
→ Ext1

(
(E ′,V ′)s, (E ,V)s

)
.

As in [L], we give the de�nition of family of extensions as follows:

De�nition 4.2.1. A family of (classes of) extensions of (E ′,V ′) by (E ,V) over S is any
family

{
es ∈ Ext1

(
(E ′,V ′)s, (E ,V)s

)}
s∈S

such that there is an open covering U = {Ui}i∈I of S and for each i ∈ I there is an element

σi in Ext1Ui

(
(E ′,V ′)|Ui , (E ,V)|Ui

)
such that es = Φi,s(σi) for every s in S and for every i ∈ I

such that s ∈ Ui. Here Φi,s denotes the canonical map

Φi,s : Ext1Ui

(
(E ′,V ′)|Ui , (E ,V)|Ui

)
→ Ext1

(
(E ′,V ′)s, (E ,V)s

)
.

A family of extensions is called globally de�ned if the covering U can be taken to be S
itself.

For every s in S, let us de�ne the canonical homomorphism

ιs : Ext1πS
(

(E ′,V ′), (E ,V)
)
→ Ext1πS

(
(E ′,V ′), (E ,V)

)
⊗ k(s).

Then we get a result analogous to that of [L, lemma 2.1].

Lemma 4.2.1. For every s in S, the map Φs coincides with the composition:

Ext1S

(
(E ′,V ′), (E ,V)

)
µ−→ H0

(
S, Ext1πS

(
(E ′,V ′), (E ,V)

))
H0(ιs)−→

H0(ιs)−→ H0
(
S, Ext1πS

(
(E ′,V ′), (E ,V)

)
⊗ k(s)

)
=

= Ext1πS
(

(E ′,V ′), (E ,V)
)
⊗ k(s)

τ1(s)−→ Ext1
(

(E ′,V ′)s, (E ,V)s

)
,

where τ1(s) is the base change homomorphism induced by the inclusion of s in S and µ is the

map described in (4.6) with u = idS and M = OS (µ is not necessarily an isomorphism in

this case).
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Having �xed (E ,V) and (E ′,V ′), we de�ne

EXT((E ′,V ′), (E ,V))

as the set of all the families of extensions between these two families of coherent systems. It
is clear that such a set has a natural structure of vector space, so we would like to describe
an isomorphism of it with some known vector space. First of all, we will give the description
of the subvector space

EXTglob((E ′,V ′), (E ,V))

consisting of those families of extensions that are globally de�ned. By de�nition, every globally
de�ned family is induced by an element of Ext1S((E ′,V ′), (E ,V)), but two elements of such a
space can sometimes de�ne the same family. The following proposition tells exactly when this
happens.

Proposition 4.2.2. Let us suppose that S is reduced and that Ext1πS ((E ′,V ′), (E ,V)) com-

mutes with base change. Then there is a canonical isomorphism between the set EXTglob((E ′,V ′),
(E ,V)) and

Ext1S((E ′,V ′), (E ,V))/H1(S,HomπS ((E ′,V ′), (E ,V))) ⊆

⊆ H0(S, Ext1πS ((E ′,V ′), (E ,V))).

Proof. For every class of extensions σ ∈ Ext1S((E ′,V ′), (E ,V)), by lemma 4.2.1 the family

{Φs(σ) = (τ1(s) ◦H0(ιs) ◦ µ)(σ)}s∈S

is a globally de�ned family of extensions of (E ′,V ′) by (E ,V) over S. Let us consider the
exact sequence (4.6) of lemma 4.1.10 (with u = idS andM = OS) and let us denote by µ the
morphism induced by (4.6):

H := Ext1S((E ′,V ′), (E ,V))/H1(S,HomπS ((E ′,V ′), (E ,V)))
µ→

µ→ H0(S, Ext1πS ((E ′,V ′), (E ,V))).

Now let us consider the set map f de�ned from H to EXTglob as follows: for every class
[σ] in H we associate to it the family

f([σ]) := {(τ1(s) ◦H0(ιs) ◦ µ̄)([σ])}s∈S = {τ1(s) ◦H0(ιs) ◦ µ(σ)}s∈S .

Now µ is injective by construction and by (4.6). Moreover the family {ιs}s∈S is injective
by using Nakayama's lemma and the fact that S is reduced by hypothesis. So also the family
{H0(ιs)}s∈S is injective. In addition, every τ1(s) is an isomorphism by hypothesis (base change
for i = 1), so in particular it is injective. Therefore the set map f is injective. Moreover, f
is surjective by de�nition of globally de�ned family and by lemma 4.2.1. Finally, this map is
clearly linear, so we get the desired isomorphism.
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Proposition 4.2.3. Let us assume the same hypotheses as for proposition 4.2.2. Then there is

a canonical isomorphism between the set EXT((E ′,V ′), (E ,V)) and H0(S, Ext1πS ((E ′,V ′), (E ,V))).

Proof. Let us �x any σ ∈ H0(S, Ext1πS ((E ′,V ′), (E ,V))), let U = {Ui}i∈I be any open a�ne

covering of S and let σi := σ|Ui . By the second part of lemma 4.1.10 for u : Ui ↪→ S and
M = OS , for all i ∈ I we have an isomorphism

µi : Ext1Ui((E
′,V ′)|Ui , (E ,V)|Ui)

∼→ H0(Ui, Ext1πS ((E ′,V ′), (E ,V))|Ui). (4.7)

For every point s ∈ Ui, we de�ne es := Φi,s(µ
−1
i (σi)); a direct check proves that such an ex-

tension is well de�ned, i.e. it depends only on s and not on i. So the family {es}s∈S is a family
of extensions of (E ′,V ′) by (E ,V) over S. Since σ is a global section of Ext1πS ((E ′,V ′), (E ,V)),
a direct computation shows that such a family does not depend on the choice of the a�ne
covering U. So we get a well de�ned set map

H0(Ext1πS ((E ′,V ′), (E ,V))) −→ EXT((E ′,V ′), (E ,V)). (4.8)

We explicitly describe an inverse for such a map. Let {es}s∈S be any family in the set
EXT(−,−). By de�nition of family of extensions, there is an open covering U = {Ui}i∈I of S
and for every i there is an object

σ̃i ∈ Ext1Ui((E
′,V ′)|Ui , (E ,V)|Ui)

such that es = Φi,s(σ̃i) for all s ∈ Ui. Without loss of generality, we can assume that U is an
a�ne covering. Therefore we can use (4.7) and we de�ne

σi := µi(σ̃i) ∈ H0(Ui, Ext1πS ((E ′,V ′), (E ,V))).

As in lemma 4.2.1 on Ui instead of S, we get that for every i ∈ I and for every s in Ui,
the morphism Φi,s coincides with the composition:

Ext1Ui

(
(E ′,V ′)|Ui , (E ,V)|Ui

)
µi−→ H0

(
Ui, Ext1πS

(
(E ′,V ′), (E ,V)

))
H0(Ui,ιs)−→

H0(Ui,ιs)−→ H0
(
Ui, Ext1πS

(
(E ′,V ′), (E ,V)

)
⊗ k(s)

)
=

= Ext1πS
(

(E ′,V ′), (E ,V)
)
⊗ k(s)

τ1(s)−→ Ext1
(

(E ′,V ′)s, (E ,V)s

)
.

So for every s ∈ Ui we have:

Φi,s(σ̃i) = τ1(s) ◦H0(Ui, ιs) ◦ µi(σ̃i) = τ1(s) ◦H0(Ui, ιs)(σi) = τ1(s)(σi(s)).

Analogously, for every s ∈ Uj we have Φj,s(σ̃j) = τ1(s)(σj(s)). So if s ∈ Ui ∩ Uj , then we
have

τ1(s)(σi(s)) = τ1(s)(σj(s)).
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By hypothesis, τ1(s) is an isomorphism for all s in S, so we conclude that for all pairs i, j
in I and for all s ∈ Ui ∩ Uj we have σi(s) = σj(s). Since S is reduced, we conclude that σi
coincides with σj over Ui ∩ Uj . So there exists a unique

σ ∈ H0(S, Ext1πS ((E ′,V ′), (E ,V)))

such that σ|Ui = σi for all i ∈ I. A direct computation shows that σ does not depend on the
choice of the covering U nor on the choice of the family {σ̃i}i∈I , so we get a well de�ned map

EXT((E ′,V ′), (E ,V))→ H0(Ext1πS ((E ′,V ′), (E ,V))). (4.9)

Now it is easy to see that the map in (4.9) is the inverse of (4.8), so we conclude.

4.3 Universal families of extensions

Now let us suppose that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes with base change for i = 0, 1.

Then let us de�ne a contravariant functor E from the category of noetherian S-schemes to
the category of sets. For every morphism u : S′ → S, let us consider the pullback diagram:

X × S′ X × S

�

S′ S

πS′

u′

πS

u (4.10)

and let us de�ne:

E(S′) := H0
(
S′, Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

))
.

We want to make E into a contravariant functor, so for every morphism v : S′′ → S′ of
noetherian S-schemes we de�ne E(v) : E(S′)→ E(S′′) as the composition:

H0
(
S′, Ext1πS′ ((u

′, u)∗(E ′,V ′), (u′, u)∗(E ,V))
)
−→ (4.11)

−→ H0
(
S′′, v∗Ext1πS′ ((u

′, u)∗(E ′,V ′), (u′, u)∗(E ,V))
)
H0(τ1(v))−→

H0(τ1(v))−→ H0
(
S′′, Ext1πS′′ ((u

′ ◦ v′, u ◦ v)∗(E ′,V ′), (u′ ◦ v′, u ◦ v)∗(E ,V))
)
.

Since we are assuming that Ext1πS ((E ′,V ′), (E ,V)) commutes with base change, so does
Ext1πS′′ ((u

′ ◦ v′, u ◦ v)∗(E ′,V ′), (u′ ◦ v′, u ◦ v)∗(E ,V)). Therefore, E is a contravariant functor
from the category of noetherian S-schemes to the category of sets. For the moment we have
not used the fact that HomπS ((E ′,V ′), (E ,V)) commutes with base change. We need also this
fact in order to prove that E is representable.
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Proposition 4.3.1. Let us suppose that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes with base change

for i = 0, 1. Then the functor E is representable by the vector bundle

V := V
(
Ext1πS

(
(E ′,V ′), (E ,V)

)∨) π−→ S

associated to the locally free sheaf Ext1πS ((E ′,V ′), (E ,V))∨.

Proof. By hypothesis and base change for i = 1, the sheaf Ê := Ext1πS ((E ′,V ′), (E ,V)) com-
mutes with base change, so for every S-scheme u : S′ → S we have that

E(S′) = H0
(
S′, u∗Ext1πS

(
(E ′,V ′), (E ,V)

))
= H0(S′, u∗Ê).

Moreover, using base change for i = 0, 1, we get that Ê is a locally free sheaf. Therefore,
the functor E is representable by the vector bundle V associated to Ê∨ by the universal
property of that object. Note that by assumption Ê is locally free, so Ê∨∨ = Ê.

Remark 4.3.1. The universal element of E(V ) is constructed in the following way. Let us
consider the inclusion of sheaves on S given by Ê∨ ↪→ π∗OV and the induced canonical
inclusion

H0(S,EndÊ) = H0(S, Ê ⊗ Ê∨) ↪→ H0(S, Ê ⊗ π∗OV ) =

= H0(S, π∗π
∗Ê) = H0(V, π∗Ê) = E(V ).

Then we consider the image of the identity of Ê under this series of maps and we get that
this is the universal object for the functor E.

By combining this proposition with proposition 4.2.3 we get the following corollary.

Corollary 4.3.2. Let us suppose that S is reduced and that ExtiπS ((E ′,V ′), (E ,V)) commutes

with base change for i = 0, 1. Let us denote by π′ the morphism X × V → X × S induced by

π. Then there is a family of extensions {ev}v∈V of (π′, π)∗(E ′,V ′) by (π′, π)∗(E ,V) over the

vector bundle π : V → S. Such a family is universal over the category of reduced noetherian

S-schemes.

Here �universal� means the following: given any reduced S-scheme u : S′ → S and any
family of extensions {es′}s′∈S′ of (u′, u)∗(E ′,V ′) by (u′, u)∗(E ,V) over S′, there is exactly one
morphism ψ : S′ → V of S-schemes such that {es′}s′∈S′ is the pullback of {ev}v∈V via (ψ′, ψ),
where ψ′ is given as follows:
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y

X × S′ X × V X × S

� �

S′ V S.

y

πS

u′

ψ

ψ′

u

πS′

π′

πV

π

(4.12)

Corollary 4.3.3. Let us suppose that Hom((E ′,V ′)s, (E ,V)s) = 0 for all s ∈ S and that

Ext1πS ((E ′,V ′), (E ,V)) commutes with base change. Let us denote by π′ the morphism X×V →
X × S induced by π. Then there is an extension

0→ (π′, π)∗(E ,V)→ (EV ,VV )→ (π′, π)∗(E ′,V ′)→ 0 (4.13)

over V that is universal on the category of noetherian S-schemes.

Here �universal� means the following: let us �x any noetherian S-scheme u : S′ → S and
any extension

0→ (u′, u)∗(E ,V)→ (ES′ ,VS′)→ (u′, u)∗(E ′,V ′)→ 0 (4.14)

over S′. Then there is a unique morphism ψ : S′ → V of S-schemes such that (4.14) is the
pullback of (4.13) via (ψ′, ψ) where ψ′ is as in (4.12).

Proof. If we assume the hypotheses, then by lemma 4.1.10 for all morphisms u : S′ → S we
get a canonical isomorphism

µ : Ext1S′((u
′, u)∗(E ′,V ′), (u′, u)∗(E ,V))

∼−→

∼−→ H0(S′, Ext1πS′ ((u
′, u)∗(E ′,V ′), (u′, u)∗(E ,V))).

If we use proposition 4.2.2 and the hypothesis, then this coincides also with

EXTglob((u
′, u)∗(E ′,V ′), (u′, u)∗(E ,V)).

So for every S-scheme S′ as before we can consider the set E(S′) as the set of all extensions
of (u′, u)∗(E ′,V ′) by (u′, u)∗(E ,V) over S′. In particular, the universal object of the functor E
corresponds to an extension (4.13). The universal property of such an object (together with
the fact that µ is canonical) then proves the claim.
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4.4 Universal families of classes of non-split extensions

Let us suppose again that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes with base change for i = 0, 1.

Then let us de�ne a contravariant functor F from the category of noetherian S-schemes to
the category of sets. For every morphism u : S′ → S, let us consider the pullback diagram
(4.10) and let us de�ne:

F (S′) :=
{
invertible quotients of Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

)∨ }
.

We want to make F into a contravariant functor, so let us �x any morphism v : S′′ → S′

of noetherian S-schemes and any object of F (S′), i.e. any invertible quotient:

Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨
−→ L −→ 0.

Then by pullback via v, we get an exact sequence:

v∗Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨
−→ v∗L −→ 0. (4.15)

Using base change for i = 1 we get:

v∗Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨

=
(
v∗Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

))∨
'

' Ext1πS′′
(

(u′ ◦ v′, u ◦ v)∗(E ′,V ′), (u′ ◦ v′, u ◦ v)∗(E ,V)
))∨

.

Therefore, (4.15) gives an element of F (S′′), so we get a set map F (v) : F (S′) → F (S′′).
Using again base change for i = 1, it is immediate to prove that this gives rise to a contravariant
functor F on the category of noetherian S-schemes. Actually, in order to de�ne the functor
F we don't need base change for i = 0; we need also that hypothesis in order to prove that F
is representable.

Proposition 4.4.1. Let us suppose that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes with base change

for i = 0, 1. Then the functor F is representable by the projective bundle

P := P
(
Ext1πS

(
(E ′,V ′), (E ,V)

)∨) ϕ−→ S

associated to the locally free sheaf Ext1πS
(

(E ′,V ′), (E ,V)
)∨

on S.

Proof. By base change for i = 0, 1, the sheaf Ê := Ext1πS ((E ′,V ′), (E ,V)) commutes with base
change and is locally free. Therefore, for every noetherian S-scheme u : S′ → S, F (S′) is
equal to the set of invertible quotients of u∗Ê∨. Moreover, since Ê is locally free, it makes
sense to consider the projective bundle ϕ : P = P(Ê∨)→ S. Now F is representable by that
projective bundle by the universal property of the grassmannian functor associated to every
quasi-coherent OS-module. Note that since Ê is locally free, then Ê∨∨ = Ê.
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Remark 4.4.1. The universal element of F (P ) is constructed in the following way. We consider
the canonical isomorphisms:

H0(S,EndÊ) = H0(S, Ê ⊗ Ê∨) = H0(S, Ê ⊗ ϕ∗OP (1)) =

= H0
(
S, ϕ∗

(
ϕ∗Ê ⊗OP (1)

))
= H0(P,ϕ∗Ê ⊗P OP (1)).

Then we consider the image of the identity of Ê under this series of isomorphisms and we
get that this is a non-vanishing section of ϕ∗Ê ⊗P OP (1). Using base change for i = 1, this
gives a non-vanishing section of

Ext1πP ((ϕ′, ϕ)∗(E ′,V ′), (ϕ′, ϕ)∗(E ,V))⊗P OP (1),

so it de�nes a quotient:

Ext1πP ((ϕ′, ϕ)∗(E ′,V ′), (ϕ′, ϕ)∗(E ,V))∨ −→ OP (1) −→ 0.

This will be the universal object of the functor F .

De�nition 4.4.1. Given any scheme S′ and any exact sequence of families of coherent systems
parametrized by S′ we call it non-splitting if its restriction to every �ber Xs′ = X ×{s′} over
any point s′ of S′ is non-splitting. Analogously, we call non-splitting any family {es′}s′∈S′ of
extensions such that each es′ is non-splitting.

Lemma 4.4.2. Let us assume the same hypotheses as for the previous proposition. Then for

every S-scheme u : S′ → S we have that F (S′) is the set of all the families of classes of

non-splitting extensions of (u′, u)∗(E ′,V ′) by (u′, u)∗(E ,V) ⊗S′ L with arbitrary L in Pic(S′),

modulo the canonical operation of H0(S′,O∗S′).

Proof. By construction, F (S′) is equal to the set of all nowhere vanishing global sections of
every sheaf on S′ of the form

Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)
⊗S′ L

with arbitrary L ∈ Pic(S′), modulo the canonical operation of H0(S′,O∗S′). Since every such L
is in particular locally free, we can use lemma 4.1.9 and we conclude by proposition 4.2.3.

The proofs of the following two corollaries are modeled on the proofs of corollaries 4.3.2
and 4.3.3 together with lemma 4.4.2 and proposition 4.4.1, so we omit the details.

Corollary 4.4.3. Let us suppose that S is reduced and that ExtiπS ((E ′,V ′), (E ,V)) com-

mutes with base change for i = 0, 1. Let us denote by ϕ′ the morphism X × P → X × S
induced by ϕ. Then there is a family of non-splitting extensions {ep}p∈P of (ϕ′, ϕ)∗(E ′,V ′)
by (ϕ′, ϕ)∗(E ,V) ⊗P OP (1) over P which is universal on the category of reduced noethe-

rian S-schemes in the following sense: given any reduced noetherian S-scheme u : S′ → S,

any L ∈ Pic(S′) and any family {es′}s′∈S′ of non-splitting extensions of (u′, u)∗(E ′,V ′) by
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(u′, u)∗(E ,V) ⊗S′ L over S′, then there is a unique morphism of S-schemes ψ : S′ → P such

that the family {es′}s′∈S′ is the pullback (modulo the canonical operation of H0(S′,O∗S′)) of

{ep}p∈P via (ψ′, ψ), where ψ′ is given as follows

y

X × S′ X × P X × S

� �

S′ P S.

y

πS

u′

ψ

ψ′

u

πS′

ϕ′

πP

ϕ

(4.16)

Corollary 4.4.4. Let us suppose that Hom((E ′,V ′)s, (E , V)s) = 0 for all s ∈ S and that

Ext1πS ((E ′, V ′), (E ,V)) commutes with base change. Let us denote by ϕ′ the morphism X×P →
X × S induced by ϕ. Then there is a family (EP ,VP ) parametrized by P and a non-splitting

extension:

0→ (ϕ′, ϕ)∗(E ,V)⊗P OP (1)→ (EP ,VP )→ (ϕ′, ϕ)∗(E ′,V ′)→ 0 (4.17)

parametrized by P . This extension is universal on the category of noetherian S-schemes in

the following sense: let us �x any morphism u : S′ → S, any line bundle L ∈ Pic(S′) and any

non-splitting extension

0→ (u′, u)∗(E ,V)⊗S′ L → (ES ,VS)→ (u′, u)∗(E ′,V ′)→ 0. (4.18)

Then there is a unique morphism of S-schemes ψ : S′ → P such that (4.18) is the pullback

(modulo the canonical operation of H0(S′,O∗S′)) of (4.17) via (ψ′, ψ), where ψ′ is as in (4.16).

4.5 Universal families of non-degenerate extensions

In the following chapters we will have also to exhibit universal families of non-degenerate
extensions (either on the left or on the right, see de�nitions 3.3.1 and 3.3.2). Actually, we
have already described a particular case of non-degenerate extensions, namely the non-split
extensions that we studied in the previous section. The constructions in the present section
generalize the previous ones by allowing the object on the left or on the right of any extension
to be the sum of t ≥ 2 copies of a �xed stable coherent system. We will not consider here the
most general case described in de�nitions 3.3.1 and 3.3.2 because the results of this section
will be su�cient for the computations of the next chapters.

In the �rst part of this section we consider the case of non-degenerate extensions on the
left (of rank t ≥ 2).



4.5 Universal families of non-degenerate extensions 45

Let us �x any integer t ≥ 2 and let us suppose again that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes

with base change for i = 0, 1. Then let us de�ne a contravariant functor Gt from the category
of noetherian S-schemes to the category of sets. For every morphism u : S′ → S, let us
consider the pullback diagram (4.10) and let us de�ne:

Gt(S
′) :=

{
locally free quotients of rank t of Ext1πS′

(
(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)

)∨ }
.

We want to make Gt into a contravariant functor, so let us �x any morphism v : S′′ → S′

of noetherian S-schemes and any object of Gt(S′), i.e. any locally free quotient of rank t:

Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨
−→M −→ 0.

Then by pullback via v, we get an exact sequence:

v∗Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨
−→ v∗M−→ 0. (4.19)

As in the previous section, by base change we get that:

v∗Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)∨
' Ext1πS′′

(
(u′◦v′, u◦v)∗(E ′,V ′), (u′◦v′, u◦v)∗(E ,V)

))∨
.

Therefore, (4.19) gives an element of Gt(S′′), so we get a set map Gt(v) : Gt(S
′)→ Gt(S

′′).
Using base change for i = 1, this gives rise to a contravariant functor Gt on the category of
noetherian S-schemes. Actually, in order to de�ne the functor Gt we don't need base change
for i = 0; we need also that hypothesis in order to prove that Gt is representable.

Proposition 4.5.1. Let us suppose that ExtiπS
(

(E ′,V ′), (E ,V)
)
commutes with base change

for i = 0, 1. Then for every t ≥ 2 the functor Gt is representable by the relative grassmannian

of rank t

Qt := Grass
(
t, Ext1πS

(
(E ′,V ′), (E ,V)

)∨) θt−→ S

associated to the locally free sheaf Ext1πS
(

(E ′,V ′), (E ,V)
)∨

on S.

Proof. By hypothesis and base change for i = 0, 1, the sheaf Ê := Ext1πS ((E ′,V ′), (E ,V))

commutes with base change and is locally free. Therefore, for every noetherian S-scheme
u : S′ → S, Gt(S′) is equal to the set of locally free quotients of rank t of u∗Ê∨. Now Gt is
represented by the grassmannian bundle θt : Grass(t, Ê∨) → S by the universal property of
the grassmannian functor associated to every quasi-coherent OS-module. Note that since Ê
is locally free, then Ê∨∨ = Ê.

Remark 4.5.1. In this case we don't know how to explicitly describe the universal object of
the functor Gt. We only know that it will be something of the form

Ext1πG
(

(θ′t, θt)
∗(E ′,V ′), (θ′t, θt)∗(E ,V)

)∨ q−→Mt −→ 0
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for some locally free sheaf Mt on Qt of rank t (it is reasonable that Mt is the very ample
sheaf on Qt that gives the Plücker embedding of the relative Grassmannian Qt into a projective
space, but we don't have a proof of this fact). Note that in particular

q ∈ HomQt

(
Ext1πGt

(
(θ′t, θt)

∗(E ′,V ′), (θ′t, θt)∗(E ,V)
)∨
,Mt

)
=

= H0
(
Qt, Ext1πQt

(
(θ′t, θt)

∗(E ′,V ′), (θ′t, θt)∗(E ,V)
)
⊗QtMt

)
=

= H0
(
Qt, Ext1πQt

(
(θ′t, θt)

∗(E ′,V ′), (θ′t, θt)∗(E ,V)⊗QtMt

))
,

where the last identity comes from lemma 4.1.9 sinceMt is locally free.

De�nition 4.5.1. Let us �x any scheme S′, any locally free sheaf of rank tM on S and any
exact sequence of families of coherent systems of the form

0→ (ES′ ,VS′)⊗S′M→ (FS′ ,ZS′)→ (E ′S′ ,V ′S′)→ 0. (4.20)

By restriction to any �ber Xs′ = X × {s′} over any point s′ of S′, we get a sequence that
is a representative for an object

ξs′ ∈ Ext1((E ′S′,s′ ,V ′S′,s′), (ES′,s′ ,VS′,s′)⊗s′Ms′) =

= Ext1((E ′S′,s′ ,V ′S′,s′), (ES′,s′ ,VS′,s′)⊕t) =: H⊕ts′ .

So we can write ξs′ = (ξ1
s′ , · · · , ξts′). Then we say that (4.20) is non-degenerate of rank t

on the left if for all points s′ of S′ the objects ξis′ for i = 1, · · · , t are linearly independent in
Hs′ . Analogously, we call non-degenerate on the left any family {es′}s′∈S′ of extensions of the
same 2 objects on the left and on the right of (4.20) such that each es′ is non-degenerate. We
can also give analogous de�nitions for non-degenerate extensions of rank t on the right.

Lemma 4.5.2. Let us assume the same hypotheses as for the previous proposition. Then for

every S-scheme u : S′ → S we have that Gt(S
′) is the set of all the families of classes of

non-degenerate extensions of (u′, u)∗(E ′,V ′) by (u′, u)∗(E ,V) ⊗S′M with arbitrary M locally

free of rank t on S′, modulo the canonical operation of H0(S′, GL(t, OS′)).

Proof. By construction, Gt(S′) is equal to the set of all nowhere vanishing global sections of
every sheaf on S′ of the form

Ext1πS′
(

(u′, u)∗(E ′,V ′), (u′, u)∗(E ,V)
)
⊗S′M

with arbitraryM locally free of rank t on S′, modulo the canonical operation of H0(S′, GL(t,

OS′)). Since every such M is locally free, we can use lemma 4.1.9 and we conclude by
proposition 4.2.3.

The proofs of the following two corollaries are modeled on the proofs of corollaries 4.3.2
and 4.3.3 together with lemma 4.5.2 and proposition 4.5.1, so we omit the details.
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Corollary 4.5.3. Let us �x any t ≥ 2, let us suppose that S is reduced and that ExtiπS ((E ′,V ′),
(E ,V)) commutes with base change for i = 0, 1. Let us denote by θ′t the morphism X ×Qt →
X ×S induced by θt. Then there is a family of non-degenerate extensions of rank t on the left

{eq}q∈Qt of (θ′t, θt)
∗(E ′,V ′) by (θ′t, θt)

∗(E ,V)⊗QtMt over Gt which is universal on the category

of reduced noetherian S-schemes in the following sense. Given any reduced noetherian S-

scheme u : S′ → S, any locally free sheafM of rank t on S′ and any class of a family {es′}s′∈S′
of non-degenerate extensions of rank t on the left of (u′, u)∗(E ′,V ′) by (u′, u)∗(E ,V) ⊗S′ M
over S′, then there is a unique morphism of S-schemes ψ : S′ → Qt, such that the class of the

family {es′}s′∈S′ is the pullback (modulo the canonical operation of H0(S′, GL(t,OS′))) of the
class of {eq}q∈Qt via (ψ′, ψ), where ψ′ is given as follows

y

X × S′ X ×Qt X × S

� �

S′ Qt S.

y

πS

u′

ψ

ψ′

u

πS′

θ′t

πP

θt

(4.21)

Corollary 4.5.4. Let us �x any t ≥ 2, let us suppose that Hom ((E ′,V ′)s, (E ,V)s) = 0 for all

s ∈ S and that Ext1πS ((E ′,V ′), (E ,V)) commutes with base change. Let us denote by θ′t the

morphism X ×Gt → X × S induced by θt. Then there is a family (EQt ,VQt) parametrized by

Qt and a non-degenerate extension of rank t on the left:

0→ (θ′t, θt)
∗(E ,V)⊗QtMt → (EQt ,VQt)→ (θ′t, θt)

∗(E ′,V ′)→ 0 (4.22)

parametrized by Qt. This extension is universal on the category of noetherian S-schemes in

the following sense: let us �x any morphism u : S′ → S, any locally free sheafM of rank t on

S′ and any non-degenerate extension of rank t on the left:

0→ (u′, u)∗(E ,V)⊗S′M→ (ES ,VS)→ (u′, u)∗(E ′,V ′)→ 0. (4.23)

Then there is a unique morphism of S-schemes ψ : S′ → Qt such that (4.23) is the pullback

(modulo the canonical operation of H0(S′, GL(t,OS′))) of (4.22) via (ψ′, ψ), where ψ′ is as in

(4.21).

Analogously, using the second part of lemma 4.1.9 we can prove the following results.

Corollary 4.5.5. Let us �x any t ≥ 2, let us suppose that S is reduced and that ExtiπS ((E ′,V ′),
(E ,V)) commutes with base change for i = 0, 1. Let us denote by θ′t the morphism X ×Qt →
X×S induced by θt. Then there is a family of non-degenerate extensions of rank t on the right

{eq}q∈Qt of (θ′t, θt)
∗(E ′,V ′)⊗QtM

∨
t by (θ′t, θt)

∗(E ,V) over Gt which is universal on the category
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of reduced noetherian S-schemes in the following sense. Given any reduced noetherian S-

scheme u : S′ → S, any locally free sheafM of rank t on S′ and any class of a family {es′}s′∈S′
of non-degenerate extensions of rank t on the right of (u′, u)∗(E ′,V ′) ⊗S′M by (u′, u)∗(E ,V)

over S′, then there is a unique morphism of S-schemes ψ : S′ → Qt, such that the class of the

family {es′}s′∈S′ is the pullback (modulo the canonical operation of H0(S′, GL(t,OS′))) of the
class of {eq}q∈Qt via (ψ′, ψ), where ψ′ is given as in (4.21)

Corollary 4.5.6. Let us �x any t ≥ 2, let us suppose that Hom ((E ′,V ′)s, (E ,V)s) = 0 for all

s ∈ S and that Ext1πS ((E ′,V ′), (E ,V)) commutes with base change. Let us denote by θ′t the

morphism X ×Qt → X × S induced by θt. Then there is a family (EQt ,VQt) parametrized by

Qt and a non-degenerate extension on the right of rank t:

0→ (θ′t, θt)
∗(E ,V)→ (EQt ,VQt)→ (θ′t, θt)

∗(E ′,V ′)⊗QtM
∨
t → 0 (4.24)

parametrized by Qt. This extension is universal on the category of noetherian S-schemes in

the following sense: let us �x any morphism u : S′ → S, any locally free sheafM of rank t on

S′ and any non-degenerate extension on the right of rank t:

0→ (u′, u)∗(E ,V)→ (ES ,VS)→ (u′, u)∗(E ′,V ′)⊗S′M→ 0. (4.25)

Then there is a unique morphism of S-schemes ψ : S′ → Qt such that (4.23) is the pullback

(modulo the canonical operation of H0(S′, GL(t,OS′))) of (4.22) via (ψ′, ψ), where ψ′ is as in

(4.21).

4.6 Applications on curves

All the previous constructions work for every projective scheme X and for every noetherian
scheme S (with the additional hypothesis of being reduced or a�ne in some cases). Now let
us restrict to the case when X is a smooth projective irreducible curve C.

Lemma 4.6.1. Let C be any smooth projective irreducible curve. Let us �x any noetherian

scheme T and any pair of families of coherent systems (E ,V), (E ′,V ′) parametrized by T (of

type (n, d, k) and (n′, d′, k′) respectively). Let us suppose that dim Hom((E ′,V ′)t, (E ,V)t) = c

is constant for all t ∈ T . For every α ∈ N0 let us de�ne

Tα :=
{
t ∈ T s.t. dim Ext1

(
(E ′,V ′)t, (E ,V)t

)
= α

}
.

Then only a �nite number of Tα's is non-empty; moreover, each Tα is locally closed in T

with the induced reduced structure and it has a covering {Tα,k}k consisting of a �nite set of

disjoint locally closed reduced subschemes. On each Tα,k the sheaves

ExtiπTα,k
(

(E ′,V ′)|Tα,k , (E ,V)|Tα,k
)

for i = 0, 1, 2

are locally free and commute with every noetherian base change to Tα,k. If Tα is integral for a

certain α, then the set {Tα,k}k coincides with Tα itself.
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Proof. Let us �x any α ∈ N0; then by proposition 1.0.5, the set Tα is locally closed in T with
the induced reduced structure. By [BGMN, proposition 3.2 and lemma 3.3], the set of Tα's
that are non-empty is �nite. Now for each Tα, let us consider the set {T lα}l of its irreducible
components; since we are working in noetherian hypothesis, such a set is �nite for each α.
Moreover, each T lα is locally closed in T . In addition, by construction every T lα is reduced and
irreducible, hence integral. Now for every pair (α, l) (such that T lα 6= ∅), for every i ≥ 0 and
for every t ∈ T lα, let us denote by τ i(α, l, t) the base change:

τ i(α, l, t) : Extiπ
Tlα

(
(E ′,V ′)|T lα , (E ,V)|T lα

)
⊗ k(t) −→ Exti

(
(E ′,V ′)t, (E ,V)t

)
.

Since C is a curve, for every point t in T we have that

Ext3
(

(E ′,V ′)t, (E ,V)t

)
= 0.

Therefore, every τ3(α, l, t) is surjective and Ext3π
Tlα

(
(E ′,V ′)|T lα , (E ,V)|T lα

)
= 0, so in par-

ticular it is locally free. Now by using proposition 1.0.7 we get that that for every t ∈ T lα:

dim Ext2((E ′,V ′)t, (E ,V)t) = (4.26)

= dim Ext1((E ′,V ′)t, (E ,V)t)− c′ − dim Hom((E ′,V ′)t, (E ,V)t) = α− c′ − c

where c′ is a constant that depends only on (n, d, k), (n′, d′, k′) and on the genus of C. So we
get that for i = 0, 1, 2 the dimension of Exti((E ′,V ′)t, (E ,V)t) is constant on every T lα. Since
every T lα is integral, then by proposition 1.0.5 we get that on each T lα the sheaves

Extiπ
Tlα

(
(E ′,V ′)|T lα , (E ,V)|T lα

)
are locally free for i = 0, 1, 2. Then by descending induction and base change (proposition
4.1.8) we can prove that for every i = 0, 1, 2, for every pair (α, l) and for every t in T lα the
base change τ i(α, l, t) is an isomorphism.

Now let us �x any α and let us denote by L = {l1 < · · · < lr} the corresponding set of
indices. For each subset {l′1 < · · · < l′s} ⊂ L we denote by {l′s+1 < · · · < l′r} its complement
in L and we de�ne

T
l′1,··· ,l′s
α := (T

l′1
α ∩ · · · ∩ T l

′
s
α ) r (T

l′s+1
α ∪ · · · ∪ T l′rα ). (4.27)

Each such scheme is locally closed in T and any two such schemes are disjoint if they are
associated to di�erent sets of indices; moreover each Tα is covered by such subschemes. Then
we denote by k any set of indices k := {l′1 < · · · < l′s} and by Tα,k the corresponding scheme
de�ned as in (4.27). For each α, the set of all such k is �nite. Now for each such k, let us

consider the inclusion Tα,k ↪→ T
l′1
α . By base change for i = 0, 1, 2 the sheaves

ExtiπTα,k
(

(E ′,V ′)|Tα,k , (E ,V)|Tα,k
)

=

(
Extiπ

T
l′1
α

(
(E ′,V ′)|

T
l′1
α

, (E ,V)|
T
l′1
α

))
|Tα,k
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are locally free for i = 0, 1, 2 and commute with base change, so we conclude.

In particular, we will apply these results in the cases when the constant c is equal to 0

or 1. By using lemma 4.6.1 together with the results of the previous 3 sections we get the
following propositions.

Proposition 4.6.2. Let us �x any noetherian scheme T and any pair of families of coherent

systems (E ,V), (E ′,V ′) parametrized by T . Let us suppose that Hom((E ′,V ′)t, (E ,V)t) has

constant dimension (not necessarily zero) for all t ∈ T . Then there exists a �nite covering of

T by disjoint reduced locally closed subschemes Tα,k de�ned as in lemma 4.6.1, such that the

conclusions of corollaries 4.3.2, 4.4.3, 4.5.3 and 4.5.5 hold for each S = Tα,k and for the pair

of families (E ′,V ′)|Tα,k and (E ,V)|Tα,k . If we denote by

πα,k : Vα,k → Tα,k, ϕα,k : Pα,k → Tα,k, θt,α,k : Qt,α,k → Tα,k

the vector bundles, the projective and the grassmannian �brations obtained by those corollaries,

then we get that the �bers of πα,k are isomorphic to Cα, the �bers of ϕα,k are isomorphic to

Pα−1 and the �bers of θt,α,k are isomorphic to Grass(t, α).

If Tα is irreducible for some α, then the covering {Tα;k}k coincides with {Tα}.

Proposition 4.6.3. Let us �x any noetherian scheme T and any pair of families of coherent

systems (E ,V), (E ′,V ′) parametrized by T . Let us suppose that Hom((E ′,V ′)t, (E ,V)t) = 0 for

all t ∈ T . Then there exists a �nite covering of T by disjoint reduced locally closed subschemes
Tα,k de�ned as in the previous lemma, such that the conclusions of corollaries 4.3.3, 4.4.4,

4.5.4 and 4.5.6 hold for each S = Tα,k and for the pair of families (E ′,V ′)|Tα,k and (E ,V)|Tα,k .
The description of the various �brations that are obtained in this way is the same given in

previous proposition.

Also in this case if Tα is irreducible for some α, then the covering {Tα;k}k coincides with

{Tα}.



Chapter 5

Fibrations associated to binary trees

We recall that for every (E, V ) that is αc-semistable, the length of any of its αc-JHF is
constant, so we have denoted that number by rαc(E, V ) (or simply r(E, V ) if αc is �xed).
We need to parametrize any (E, V ) with a given Jordan-Hölder graded ⊕ri=1(Qi,Wi) at αc.
Then the basic idea should be that of considering a binary tree with r leaves representing the
various (Qi,Wi)'s and internal nodes representing subsequent classes of extensions of their
descendents on the left and on the right.

In particular, given any (E, V ) in G+(αc;n, d, k) one should be interested in applying sev-
eral times lemma 1.0.6. First of all, we should apply it on (E, V ), so that we get a tree with
root associated to (E, V ) and 2 descendents associated to (E1, V1) and (E2, V2). Then we
look at the 2 (Ei, Vi)'s separately: each of them is α+

c -stable and αc-semistable. If (Ei, Vi) is
αc-stable, then it is an object of the graded of (E, V ) at αc, and we stop the construction of
the tree on that side. If it is strictly αc-semistable, then it is necessarily α−c -unstable, so it
belongs to G+(αc;ni, di, ki), so we can apply again lemma 1.0.6 on such an object and we add
2 more nodes on the tree as descendents of (Ei, Vi). Every time we apply that lemma to some
object, the 2 new nodes that are added represent objects that are αc-semistable (possibly,
αc-stable); the new objects have both strictly smaller length of any Jordan-Hölder �ltration
at αc. So after �nitely many steps one gets a binary tree where the set of the leaves (i.e. those
nodes without descendents) coincides with the set of the αc-stable coherent systems in the
graded of (E, V ) at αc.

Every pair of segments joining a node with its 2 descendents should represent a non-split
extension similar to (1.4). As we said in remark 1.0.7, we have a natural action of C∗, so
actually every pair of segments like that should represent a class of equivalence of such an
extension, modulo multiplication by invertible scalars.

As we said in that remark, in general one does not have uniqueness of the extension (1.4)
even after quotienting by the action of C∗. Anyway, sometimes this can actually happen, so
one should be interested in having a good geometric description of such a situation. The idea
is basically the following. Let us �x some data:
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� any integer r ≥ 2;

� any �nite binary tree with r leaves, let us name them from 1 to r, from left to right;

� any triple (n, d, k) and any critical value αc for it; we write µ := µαc(n, d, k);

� any triple of invariants (ni, di, ki) for each leaf i, such that µαc(ni, di, ki) = µ and such
that G(αc;ni, di, ki) 6= ∅.

For each leaf i, we �x a stable coherent system (Qi,Wi) in G(αc;ni, di, ki). Then for each
node N with 2 leaves named i and i+ 1 as descendents, we consider the projective space

P(Ext1((Qi+1,Wi+1), (Qi,Wi)))

and we �x any [σ] in it. If σ is represented by an extension with middle term (E′, V ′), then
this coherent systems will be associated to the node N . The class [σ] will be associated to the
pair of segments from N to its 2 descendents. By �nite induction we can associate to every
node of the tree a coherent system. The one associated to the root of the tree will be simply
denoted by (E, V ). We would like to globalize such kind of construction by letting vary the
various (Qi,Wi)'s in the corresponding moduli spaces any by letting vary also the various [σ]'s
in the corresponding vector spaces.

Some caveat are necessary. Since our construction is bottom-up (starting from the various
objects (Qi,Wi)'s and obtaining objects of the form (E, V )), in general we can have 2 problems
as follows.

� The (E, V )'s that one gets at the end are certainly αc-semistable by proposition 1.0.1,
but in general they can be not α+

c -stable.

� A �xed (E, V ) in G+(αc;n, d, k) can in general be associated to more than one tree (or,
to the same tree but with di�erent objects in the internal nodes) because of remark
1.0.7.

So in general the objects that we will obtain will not be exactly what one needs in order
to describe G+(αc;n, d, k). Analogous considerations hold for G−(αc;n, d, k). We decided
anyway to give such a description because we think that it is interesting in its own. Moreover,
we will use it directly in the cases when the Jordan-Hölder �ltration is unique and has length
3 (see next chapter). Note that by globalizing the previous description, in general it will be
possible that some (E, V )'s obtained in the root of a �xed tree belong to G+(αc;n, d, k) or to
G−(αc;n, d, k) and are counted exactly once, while some other do not satisfy those properties.
Regrettably, it is not possible to say a priori which elements (E, V )'s obtained in that way are
good and which are not interesting for our purposes. Indeed, in order to say something more
one has to know precisely both the shape of the particular tree under consideration and the
moduli spaces we are considering in the leaves of the tree.
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Remark 5.0.1. So in this chapter we will only give a geometric description of certain sets of
sequences of classes of extensions, but with no claim about the �nal objects (E, V )'s that one
gets on the root of the tree.

Given any binary tree with r ≥ 2 leaves, we denote the root of the tree by (0, r). Starting
from the 2 descendents of the root, for any node N we do the following: we denote by r(N)

the number of leaves under N (in particular r(N) = 1 if and only if N is a leaf); if the node
N is the left descendent of a node M = (a, b), then we write N = (a, a + r(N)); if N is the
right descendent of M , then we write N = (b− r(N), b). In particular, if N is a leaf, then it is
denoted by (i− 1, i) for some i = 1, · · · , r. By induction on the tree we can prove that every
node (a, b) is such that a < b; if it is an internal node (i.e. not a leaf), then b− a ≥ 2 and its
2 descendents are of the form (a, c) and (c, b) for some c ∈ {a+ 1, · · · , b− 1}.

Now let us �x any triple (n, d, k) and any critical value αc for it; we write µ := µαc(n, d, k).
Then we consider any set of data as follows:

� any integer r ∈ {2, · · · , n};

� any binary tree such that it has exactly r leaves; this in particular �xes a �nite set of
internal nodes, i.e. those of the form (j, i;−) with 2 descendents of the form (j, l) and
(l, i) with j < l < i;

� for every leaf (i − 1, i) of the tree, a pair (ni−1,i, ki−1,i) := (ni, ki) ∈ N × N0 such that
the quantity

di−1,i = di := niµ− αcki

is an integer and such that the moduli space G(αc;ni, di, ki) is not empty (the de�nition
of di is such that µαc(ni, di, ki) = µ);

� for all the triples (j, l, i) as before, a non-negative integer el = ej,l,i.

Any such set of data will be denoted by D . If all the data but the last one are clear from
the context, we will simply write D = {el = ej,l,i}(j,i;−).

For every node (j, i) of a tree, we de�ne its height h(j, i) as the maximum number of
segments needed to reach any of the descendents of that node. In particular, if (j, i) is a leaf,
that number will be considered equal to zero. We denote by H the height of the whole tree,
i.e. H = h(0, r). For every internal node (j, i), we de�ne desc(j, i) as the unique integer l such
that the descendents of that node are (j, l) and (l, i). Moreover, for every internal node (j, i)

of the tree, we de�ne desc(j, i) as the set of all internal nodes of that tree descending from
(j, i) (considered also). Then we �x also the following notation.

� For every leaf (i− 1, i) we set G(D , i− 1, i) := Gi = G(αc;ni, di, ki). We will denote any
object of this moduli space by (Qi,Wi).
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� For every internal node (a, b) of the tree, we denote by αa,b any set of the form

αa,b :=
{

[σj,i] ∈ P(Ext1((El,i, Vl,i), (Ej,l, Vj,l)))
}

(j,i)∈desc(a,b)
.

Here for every internal node (j, i) we are writing l := desc(j, i) and for every σj,i we are
considering a representative of it of the form:

0→ (Ej,l, Vj,l)
λj,l−→ (Ej,i, Vj,i)

γl,i−→ (El,i, Vl,i)→ 0. (5.1)

Then for every internal node (a, b) we denote by G(D , a, b) the set of all those αa,b's such
that the following conditions are satis�ed:

(1) every object of the form (Ei−1,i, Vi−1,i) that appears in any sequence of the form
(5.1) (either on the left or on the right) belongs to Gi. Hence it will be also denoted
by (Qi,Wi);

(2) dim Ext1
(

(El,i, Vl,i), (Ej,l, Vj,l)
)

= el for all nodes (j, i) in the set desc(a, b), with

l = desc(j, i);

(3) Hom
(

(El,i, Vl,i), (Ej,l, Vj,l)
)

= 0 for all nodes (j, i) in desc(a, b) and with l =

desc(j, i).

In particular, the �rst condition induces a set map gra,b : G(D , a, b) →
∏
i=a+1,··· ,bGi

that associates to every αa,b as before the graded of (Ea,b, Va,b).

� For every internal node (a, b) with desc(a, b) = c, we denote by F(D , a, b) the set of all
pairs (αa,c, αc,b) in G(D , a, c)× G(D , c, b) such that

(4) dim Ext1
(

(Ec,b, Vc,b), (Ea,c, Va,c)
)

= ec = ea,c,b;

(5) Hom
(

(Ec,b, Vc,b), (Ea,c, Va,c)
)

= 0.

Lemma 5.0.4. For each node (a, b;−), condition (3) (and therefore also condition (5)) is

automatically satis�ed (and therefore it can be omitted) in each of the following 2 cases:

(i) µα+
c

(El,i, Vl,i) 6= µα+
c

(Ej,l, Vj,l) (or the same inequality for µα−c ) for all (j, i;−) ∈ desc(a, b)

with l = desc(j, i);

(ii) (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {a+ 1, · · · , b}.

Proof. Let us suppose that (i) holds. Since µαc(El,i, Vl,i) = µ = µαc(Ej,l, Vj,l) by construction,
then (i) implies that either

µα+
c

(El,i, Vl,i) > µα+
c

(Ej,l, Vj,l)

or
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µα−c (El,i, Vl,i) > µα−c (Ej,l, Vj,l).

In both cases, lemma 1.0.4 implies condition (3).

For the second case, we prove the result only for condition (5); the proof of condition (3)
is analogous. So let us consider the vector space

Hom
(

(Ec,b, Vc,b), (Ea,c, Va,c)
)

;

by contradiction, let us suppose that it contains a non-zero morphism η; then if (a, c) =

(a, a + 1) this implies that we have a non-zero morphism from (Ec,b, Vc,b) to (Qa+1,Wa+1).
Otherwise, (a, c) is an internal node, hence αa,c contains an object [σa,c] with σa,c represented
by:

0→ (Ea,d, Va,d)
λ−→ (Ea,c, Va,c)

γ−→ (Ed,c, Vd,c)→ 0

where d = desc(a, c). In that case if γ ◦η = 0, this implies that η has values in the image of λ,
so it induces a non-zero morphism from (Ec,b, Vc,b) to (Ea,d, Va,d). Otherwise, γ ◦ η 6= 0, so we
have a non-zero morphism from (Ec,b, Vc,b) to (Ed,c, Vd,c). Therefore, by applying induction
on the length of the nodes, we get that η induces a non-zero morphism η′ from (Ec,b, Vc,b) to
some (Ei−1,i, Vi−1,i) = (Qi,Wi) for an index i in {a+ 1, · · · , c}.

Now let us consider the node (c, b). If it is a leaf, we get that (Ec,b, Vc,b) = (Qb,Wb);
otherwise it is an internal node with f := desc(c, b). In this case, αc,b contains an object [σc,b]

with σc,b represented by an exact sequence of the form:

0→ (Ec,f , Vc,f )
λ′−→ (Ec,b, Vc,b)

γ′−→ (Ef,b, Vf,b)→ 0.

If η′◦λ′ 6= 0, this is a non-zero morphism from (Ec,f , Vc,f ) to (Qi,Wi); otherwise η′ induces
a non-zero morphism from (Ef,b, Vf,b) ' (Ec,b, Vc,b)/Im(λ′) to (Qi,Wi). By applying induction
on the length of the nodes also in this case, we end up with a non-zero morphism η′′ from
(Qj ,Wj) = (Ej−1,j , Vj−1,j) to (Qi,Wi) for some index j in {c+ 1, · · · , b}.

Now that morphism must be an isomorphism by lemma 1.0.4, but this is impossible because
we are assuming condition (ii). Hence we conclude that Hom

(
(Ec,b, Vc,b), (Ea,c, Va,c)

)
is zero

for every (αa,c, αc,b) ∈ G(D , a, c)× G(D , c, b).

Now let us �x any index i ∈ {1, · · · , r}. Then we denote by Ri = R(αc;ni, di, ki) the Quot
scheme used in the construction of G(αc;n, d, k) and G̃(α;n, d, k); we denote by PGL(Ni) the
group acting on such scheme (see remark 1.0.4). For every i ∈ {1, · · · , r} let us de�ne a set
Li−1,i consisting of a single abstract index li−1,i. We denote by

Ĝ(D , li−1,i) = Ĝi = Rsi (αc;ni, di, ki)
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the subschemes of Ri consisting of αc-stable points. By remark 1.0.4 there exists a family
(Qs

i ,Ws
i ) of coherent systems over the stable locus with a local universal property; we denote

such a family also by (Êli−1,i
, V̂li−1,i

). In addition, for every node (a, b) let us de�ne the group
Ga,b := PGL(Na+1)× · · · × PGL(Nb). Then we have the following result.

Proposition 5.0.5. Let us �x any type (n, d, k), any critical value αc for it and any data D

as before. Let us suppose that for each internal node (j, i) with desc(j, i) = l and for every

αj,i ∈ G(D , j, i) we have

Hom
(

(El,i, Vl,i), (Ej,l, Vj,l)
)

= 0. (5.2)

Then for every internal node (a, b;−) there exist the following objects:

� a �nite set La,b of indices together with a natural map La,b → La,c × Lc,b, where c =

desc(a, b); for each la,b ∈ La,b its image will be denoted by (la,c, lc,b);

� for each la,b ∈ La,b, 2 schemes F̂(D , la,b) and Ĝ(D , la,b);

� for each la,b ∈ La,b, a family (Êla,b , V̂la,b) of coherent systems parametrized by Ĝ(D , la,b),

such that the following properties hold.

(i) For each la,b ∈ La,b, F̂(D , la,b) is a locally closed subscheme of Ĝ(D , la,c)× Ĝ(D , lc,b); if

we denote by p̂la,b, q̂la,b and π̂la,b the projections

Ĝ(D , la,c)
p̂la,b←− F̂(D , la,b)

q̂la,b−→ Ĝ(D , lc,b),

π̂la,b : F̂(D , la,b)× C → F̂(D , la,b), (5.3)

then there exists a locally free sheaf

Ĥla,b := Ext1π̂la,b
(

(q̂′la,b , q̂la,b)
∗(Êlc,b , V̂lc,b), (p̂

′
la,b
, p̂la,b)

∗(Êla,c , V̂la,c)
)∨

over F̂(D , la,b), and Ĝ(D , la,b) is equal to P(Ĥla,b). In particular, this gives a projective

�bration ϕ̂la,b : Ĝ(D , la,b) → F̂(D , la,b) with �bers isomorphic to Pec−1; we denote by

Ola,b(1) the tautological bundle of Ĝ(D , la,b).

(ii) There exists a family of non-splitting extensions parametrized by Ĝ(D , la,b), of the form

0→ (ϕ̂′la,b , ϕ̂la,b)
∗(p̂′la,b , p̂la,b)

∗(Êla,c , V̂la,c)⊗Ĝ(D ,la,b)
Ola,b(1)→

→ (Êla,b , V̂la,b)→ (ϕ̂′la,b , ϕ̂la,b)
∗(q̂′la,b , q̂la,b)

∗(Êlc,b , V̂lc,b)→ 0. (5.4)

Such an extension is universal in the following sense: let us suppose that we have �xed

any morphism of noetherian schemes u : T → F̂(D , la,b), any line bundle L ∈ Pic(T )

and any family of non-splitting extensions parametrized by T :
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0→ (u′, u)∗(p̂′la,b , p̂la,b)
∗(Êla,c , V̂la,c)⊗T L →

→ (ET ,VT )→ (u′, u)∗(q̂′la,b , q̂la,b)
∗(Êlc,b , V̂lc,b)→ 0. (5.5)

Then there exists a unique morphism ψ : T → Ĝ(D , la,b) over F̂(D , la,b), such that (5.5)

is the pullback of (5.4) via (ψ′, ψ), modulo the action of H0(T,O∗T ).

(iii) For each la,b there are free actions of Ga,b on F̂(D , la,b) and on Ĝ(D , la,b). For both

schemes there exist good quotients, denoted by:

prFla,b : F̂(D , la,b) � F(D , la,b), prGla,b : Ĝ(D , la,b) � G(D , la,b).

(iv) The family of schemes {F(D , la,b)}la,b∈La,b gives a disjoint locally closed covering of the

set F(D , a, b) and analogously for G(D , a, b).

(v) For each la,b there is a projective �bration ϕla,b making the following diagram commute:

Ĝ(D , la,b) F̂(D , la,b)

y

G(D , la,b) F(D , la,b).

prGla,b

ϕla,b

prFla,b

ϕ̂la,b

(5.6)

The �bers of ϕla,b are again isomorphic to Pec−1.

(vi) For every la,b, for every αa,b = {[σj,i]}(j,i) in G(D , la,b) and for every t ∈ (prGla,b)
−1(αa,b)

we have that the sequence (5.4) restricted to t gives a non-splitting exact sequence

0→ (Ea,c, Va,c)→ (Ea,b, Va,b)→ (Ec,b, Vc,b)→ 0

that is a representative of σa,b.

Proof. (modeled on the proof of [GM, proposition 6.5]) We proceed by induction on the height
of the node (a, b) starting from nodes of height 1 (note that if the height is zero, we will have
a local universal property as stated in [KN, �3.5]). If h(a, b) = 1, then b = a + 2 and the 2
descendents of (a, a+ 2) are (a, a+ 1) and (a+ 1, a+ 2). So let us consider the 2 projections

p̂a,a+2 : Ĝa+1 × Ĝa+2 → Ĝa+1 = Ĝ(D , la,a+1),

q̂a,a+2 : Ĝa+1 × Ĝa+2 → Ĝa+2 = Ĝ(D , la+1,a+2)
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and the projection π̂a,a+2 : Ĝa+1× Ĝa+2×C → Ĝa+1× Ĝa+2. Let us denote by T the scheme
Ĝa+1 × Ĝa+2 and by t any point (t1, t2) ∈ T ; then we can de�ne:

F̂(D , a, a+ 2) :=
{
t ∈ T s.t. dim Ext1

(
(q̂′a,a+2, q̂a,a+2)∗(Êla+1,a+2 , V̂la+1,a+2)t,

(p̂′a,a+2, p̂a,a+2)∗(Êla,a+1 , V̂la,a+1)t
)

= ea+1 and

Hom
(
(q̂′a,a+2, q̂a,a+2)∗(Êla+1,a+2 , V̂la+1,a+2)t, (p̂

′
a,a+2, p̂a,a+2)∗(Êla,a+1 , V̂la,a+1)t

)
= 0
}
. (5.7)

Using (5.2) and the previous de�nition of the families (Êli−1,i
, V̂li−1,i

) for every i = 1, · · · , r,
the last condition can be dropped. Therefore, if we consider the families parametrized by T

(q̂′a,a+2, q̂a,a+2)∗(Êla+1,a+2 , V̂la+1,a+2), (p̂′a,a+2, p̂a,a+2)∗(Êla,a+1 , V̂la,a+1),

then each set (5.7) coincides with a scheme of the form Tea+1 as described in lemma 4.6.1.
Then we can apply proposition 4.6.3 on Tea+1 and we get that there is a �nite set La,a+2

and a disjoint covering {F̂(D , la,a+2)}la,a+2∈La,a+2 of F̂(D , a, a + 2) by reduced locally closed
subschemes. In this case the sets La,a+1 and La+1,a+2 consist of a single element, so the set
map La,a+2 → La,a+1 × La+1,a+2 is easy to de�ne.

Now for each index la,a+2 we de�ne the morphisms p̂la,a+2 , q̂la,a+2 and π̂la,a+2 as in (5.3).
Again by proposition 4.6.3, we get that on each F̂(D , la,a+2) the sheaf

Ĥla,a+2 := Ext1π̂la,a+2

(
(q̂′la,a+2

, q̂la,a+2)∗(Êla+1,a+2 , V̂la+1,a+2), (p̂′la,a+2
, p̂la,a+2)∗(Êla,a+1 , V̂la,a+1)

)∨
is locally free of rank ea+1, so it makes sense to de�ne Ĝ(D , la,a+2) := P(Ĥla,a+2) and to
consider the induced projective �bration

ϕ̂la,a+2 : Ĝ(D , la,a+2) −→ F̂(D , la,a+2)

with �bers isomorphic to Pea+1−1. We denote byOla,a+2(1) the tautological bundle of Ĝ(D , la,a+2).
Again the same proposition proves that there is a family (Êla,a+2 , V̂la,a+2) of coherent systems
parametrized by Ĝ(D , la,a+2) and a family of non-splitting extensions of the form:

0→ (ϕ̂′la,a+2
, ϕ̂la,a+2)∗(p̂′la,a+2

, p̂la,a+2)∗(Êla,a+1 , V̂la,a+1)⊗Ĝ(D ,la,a+2)

⊗Ĝ(D ,la,a+2)Ola,a+2(1)→ (Êla,a+2 , V̂la,a+2)→ (5.8)

→ (ϕ̂′la,a+2
, ϕ̂la,a+2)∗(q̂′la,a+2

, q̂la,a+2)∗(Êla+1,a+2 , V̂la+1,a+2)→ 0.

This family is universal in the sense of corollary 4.4.4.

Now let us consider the free action of Ga,a+2 = PGL(Na+1)×PGL(Na+2) on Ĝa+1×Ĝa+2,
with quotient
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pra,a+2 = (prGla,a+1
, prGla+1,a+2

) : Ĝa+1 × Ĝa+2 � G1 ×G2.

This action restricts to an action of the same group on the subscheme F̂(D , la,a+2) and
we denote by F(D , la,a+2) the image of it under pra,a+2. Since F̂(D , la,a+2) is locally closed
in Ĝ1 × Ĝ2 and saturated with respect to that action, then F(D , la,a+2) is locally closed in
G1 ×G2. For every index la,a+2 we denote by

prFla,a+2
: F̂(D , la,a+2) � F(D , la,a+2)

the restriction of pra,a+2. Now the action of Ga,a+2 extends to an action on the projective
bundle Ĝ(D , la,a+2) over F̂(D , la,a+2). Such a group action is free and the quotients are
geometric, so there is a good quotient

prGla,a+2
: Ĝ(D , la,a+2) � G(D , la,a+2)

and an induced projective �bration ϕla,a+2 : G(D , la,a+2)→ F(D , la,a+2) making diagram (5.6)
commute for (a, b) = (a, a + 2). Set theoretically pra,a+2(F̂(D , a, a + 2)) = F(D , a, a + 2).
Since

{F̂(D , la,a+2)}la,a+2∈La,a+2

is a disjoint locally closed covering of F̂(D , a, a + 2), then we get that the family of schemes
{F(D , la,a+2)}la,a+2∈La,a+2 gives a disjoint covering of the set F(D , a, a + 2). Now let us �x
any la,b, any point ((Qa+1,Wa+1), (Qa+2,Wa+2)) in F(D , la,a+2) and let

(t1, t2) ∈ (prFla,a+2
)−1((Qa+1,Wa+1), (Qa+2,Wa+2)).

By construction the �ber of ϕ̂la,a+2 over (t1, t2) is given by

P(Ext1((Qa+2,Wa+2), (Qa+1,Wa+1))).

By the commutativity of (5.6), this coincides also with the �ber of ϕla,a+2 over ((Qa+1,Wa+1),

(Qa+2,Wa+2)). Therefore this gives a canonical identi�cation of the set underlying the scheme
G(D , la,a+2) with a subset of G(D , a, a + 2). Moreover, this also proves property (vi) for the
node (a, a+ 2). In addition, since {F(D , la,a+2)}la,a+2∈La,a+2 is a locally closed disjoint cover-
ing of F(D , a, a+ 2), then we get that the family of schemes {G(D , la,a+2)}la,a+2∈La,a+2 gives
a disjoint covering of the set G(D , a, a+ 2).

Now for the inductive step, let us suppose that all the results from (i) to (vi) are veri�ed
for every internal node with height less or equal than h − 1. Then let us �x any node (a, b)

with h(a, b) = h and let us write c := desc(a, b); let us �x also any pair of indices la,c ∈ La,c
and lc,b ∈ Lc,b.

By inductive hypothesis, we have constructed 2 projective �brations Ĝ(D , la,c) over F̂(D , la,c)

and Ĝ(D , lc,b) over F̂(D , lc,b). Moreover, we have constructed families of coherent systems
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(Êla,c , V̂la,c) and (Êlc,b , V̂lc,b) parametrized by Ĝ(D , la,c) and Ĝ(D , lc,b) respectively. Now let us
�x any point

t = (ta,c, tc,b) ∈ Ĝ(D , la,c)× Ĝ(D , lc,b) =: T

and let us denote by (αa,c, αc,b) := (prGla,c , pr
G
lc,b

)(ta,c, tc,b). For simplicity, let us suppose that
αa,c = {[σj,i]}(j,i)∈desc(a,c) with every σj,i represented by a sequence of the form:

0→ (Ej,l, Vj,l)→ (Ej,i, Vj,i)→ (El,i, Vl,i)→ 0

and analogously for αc,b. Then let us consider the 2 projections:

Ĝ(D , la,c)
p̂la,c,lc,b←− Ĝ(D , la,c)× Ĝ(D , lc,b)

q̂la,c,lc,b−→ Ĝ(D , lc,b).

Now by property (vi) of the inductive step, for each t = (ta,c, tc,b) ∈ T as before, we have:

(p̂′la,c,lc,b , p̂la,c,lc,b)
∗(Êla,c , V̂la,c)t = (Êla,c , V̂la,c)ta,c ' (Ea,c, Va,c),

(q̂′la,c,lc,b , q̂la,c,lc,b)
∗(Êlc,b , V̂lc,b)t = (Êlc,b , V̂lc,b)tc,b ' (Ec,b, Vc,b).

Now we de�ne

F̂(D , la,c, la,b) :=
{

(ta,c, tc,b) ∈ T s.t. dim Ext1((q̂′la,c,lc,b , q̂la,c,lc,b)
∗(Êlc,b , V̂lc,b)t,

(p̂′la,c,lc,b , p̂la,c,lc,b)
∗(Êla,c , V̂la,c)t) = ec

}
. (5.9)

By proposition 1.0.5, this set is locally closed in T . Then we can apply proposition 4.6.3 on
such a scheme, so there exists a �nite set L = L(la,c, lc,b) and a disjoint covering {F̂(D , l)}l∈L
of (5.9). Each object of that covering is locally closed in T and in (5.9). We perform this
construction for every pair of indices (la,c, lc,b) ∈ La,c × Lc,b. Then we de�ne

La,b :=
⊔

(la,c,lc,b)

L(la,c, lc,b)

and we denote by la,b any object of that set. By construction, we have an obvious morphism
from this set to La,c × Lc,b sending every la,b to the pair (la,c, lc,b). Then we de�ne set maps
p̂la,b , q̂la,b , π̂la,b as in (5.3). Again using proposition 4.6.3, we get that on each F̂(D , la,b) the
sheaf Ĥla,b de�ned as

Ext1π̂la,b
(

(q̂′la,b , q̂la,b)
∗(Êlc,b , V̂lc,b), (p̂

′
la,b
, p̂la,b)

∗(Êla,c , V̂la,c)
)∨

is a locally free sheaf of rank ec, so it makes sense to de�ne Ĝ(D , la,b) := P(Ĥla,b) and to
consider the induced projective �bration:

ϕ̂la,b : Ĝ(D , la,b) −→ F̂(D , la,b)



61

with �bers isomorphic to Pec−1. We denote by Ola,b(1) the tautological bundle of Ĝ(D , la,b).
Again the same proposition proves that there is a family (Êla,b , V̂la,b) of coherent systems
parametrized by Ĝ(D , la,b), together with a family of non-splitting extensions:

0→ (ϕ̂′la,b , ϕ̂la,b)
∗(p̂′la,b , p̂la,b)

∗(Êla,c , V̂la,c)⊗Ĝ(D ,la,b)
Ola,b(1)→

→ (Êla,b , V̂la,b)→ (ϕ̂′la,b , ϕ̂la,b)
∗(q̂′la,b , q̂la,b)

∗(Êlc,b , V̂lc,b)→ 0

that is universal in the sense of corollary 4.4.4. Now let us consider the action of Ga,b =

Ga,c ×Gc,b on Ĝ(D , la,c)× Ĝ(D , lc,b), with quotient

(prGla,c × pr
G
lc,b

) : Ĝ(D , la,c)× Ĝ(D , lc,b) � G(D , la,c)× G(D , lc,b).

For each la,b, this action restricts to an action of the same group on the subscheme
F̂(D , la,b) and we denote by F(D , la,b) its image via (prGla,c × pr

G
lc,b

). Since F̂(D , la,b) is locally

closed in Ĝ(D , la,c)×Ĝ(D , lc,b) and saturated with respect to the action of Ga,b, then F(D , la,b)

is locally closed in G(D , la,c)× G(D , lc,b). For every index la,b we denote by

prFla,b : F̂(D , la,b) � F(D , la,b)

the restriction of (prGla,c×pr
G
lc,b

). Now the action of Ga,b extends to an action on the projective

bundle Ĝ(D , la,b) over F̂(D , la,b). Such an action is free and there is a geometric quotient:

prGla,b : Ĝ(D , la,b) � G(D , la,b)

and an induced projective �bration ϕla,b : G(D , la,b)→ F(D , la,b) making diagram (5.6) com-
mute. Set theoretically (prGla,c × pr

G
lc,b

)F̂(D , a, b) = F(D , a, b). Since

{F̂(D , la,b)}la,b∈La,b
is a disjoint locally closed covering of F̂(D , a, b), then we get that the family of schemes
{F(D , la,b)}la,b∈La,b gives a disjoint covering of the set F(D , a, b). Now let us �x any la,b, any
point (αa,c, αc,b) in F(D , la,b) and let

(ta,c, tc,b) ∈ (prFla,b)
−1(αa,c, αc,b).

Then by construction we get that the �ber of ϕ̂la,c over (ta,c, tc,b) is given by

P(Ext1((Ec,b, Vc,b), (Ea,c, Va,c))).

By commutativity of (5.6), this coincides also with the �ber of ϕla,b over (αa,c, αc,b). There-
fore this gives a canonical identi�cation of the set underlying the scheme G(D , la,b) with a
subset of G(D , a, b). Moreover, this proves also property (vi) for the node (a, b). In addi-
tion, since {F(D , la,b)}la,b∈La,b is a disjoint covering of F(D , a, b), then we get that the family
{G(D , la,b)}la,b∈La,b gives a disjoint covering of the set G(D , a, b).
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We recall that in [BGMMN, proposition A.8], it is proved that if GCD(ni, di, ki) = 1,
then there exists a universal family of coherent systems over G(i) = G(αc;ni, di, ki). Hence
by repeating all the previous proof on the level of the moduli spaces G(i) instead of Ĝ(i), we
get:

Corollary 5.0.6. If GCD(ni, di, ki) = 1 for all i = 1, · · · , r, then all the previous results hold

not only at the Quot scheme level, but also at the moduli space level. In particular, the families

(Êla,b , V̂la,b) can be de�ned also at the moduli space level.

The following corollary is simply a consequence of proposition 1.0.5 applied at the level of
the node (a, b) with the same 2 families that we used at that step of the previous proof.

Corollary 5.0.7. Let us suppose that for a certain node (a, b) the condition

Hom((Ec,b, Vc,b), (Ea,c, Va,c)) = 0

is not satis�ed. Then the results of the previous proposition for the node (a, b) still hold if we

restrict to the subscheme

F ′(D , a, b); = {(αa,c, αc,b) ∈ F(D , a, b) s.t. Hom((Ec,b, Vc,b), (Ea,c, Va,c)) = 0}.

Such a subscheme is locally closed in F(D , a, b).

Now let us suppose that for a certain node (a, b) with desc(a, b) = c the following conditions
hold:

� Hom((Ec,b, Vc,b), (Ea,c, Va,c)) = 0 on all the set Ĝ(D , a, c)× Ĝ(D , c, b);

� the dimension of Ext1((Ec,b, Vc,b), (Ea,c, Va,c)) is constant on all Ĝ(D , a, c)× Ĝ(D , c, b);

� the set La,c consists of a single index la,c and Ĝ(D , a, c) = Ĝ(D , la,c) is integral;

� the same condition for the node (c, b;−).

Then by lemma 4.6.1 we can choose the set La,b so that it consists of a single index la,b
and we get a projective bundle Ĝ(D , a, b) = Ĝ(D , la,b) over

F̂(D , a, b) = Ĝ(D , a, c)× Ĝ(D , c, b).

Since the �ber is a projective space and the base is irreducible, we get that Ĝ(D , a, b) is
again irreducible. Therefore, by induction we get the following result.

Corollary 5.0.8. Let us suppose that the following 2 conditions hold:

� for all internal nodes (a, b) with desc(a, b) = c and for all (αa,c, αc,b) ∈ G(D , a, c) ×
G(D , c, b) we have that

Hom((Ec,b, Vc,b), (Ea,c, Va,c)) = 0

and Ext1((Ec,b, Vc,b), (Ea,c, Va,c)) has constant dimension ec on G(D , a, c) × G(D , c, b)

(this means that there exists only one �interesting� set of data D);
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� for all leaves (i− 1, i) of the tree the schemes G(αc;ni, di, ki) are irreducible.

Then for all internal nodes (a, b) the set G(D , a, b) has a natural scheme structure of

projective bundle (with �bers isomorphic to Pec−1) over G(D , a, c)× G(D , c, b).





Chapter 6

Objects with unique Jordan-Hölder

�ltration of length 3 and 4

In this chapter we describe how we can parametrize all the (E, V )'s that have a unique αc-
Jordan-Hölder �ltration of length r equal to 3 or 4. We will not give a complete description
of all possible cases, but we will focus only on those cases that will be needed in order to
compute the Hodge-Deligne polynomials of G(α;n, d, k) for n = 3, 4, k = 1 and any d. We
get complete results when r = 3; when r = 4 we get complete results only in the case when
the second and third object of the graded are

6.1 Unique Jordan-Hölder �ltration of length 3

Let us �x any triple (n, d, k), a critical value αc for that triple and let (E, V ) be any
αc-semistable coherent system of type (n, d, k). Let us suppose that at αc the graded of a
coherent system (E, V ) is ⊕3

i=1(Qi,Wi) and that (E, V ) has a unique αc-Jordan-Hölder �ltra-
tion (therefore, that �ltration coincides with the αc-canonical �ltration by lemma 2.1.2). We
want to parametrize all the (E, V )'s of that type, having �xed the graded (and also its order,
since the �ltration is unique).

If the αc-JHF is unique, then the only subobjects of (E, V ) with αc-slope equal to µαc(E, V )

will be (Q1,W1) and an extension (E2, V2) of (Q2,W2) by (Q1,W1); the quotient (E, V )/(E2, V2)

will be isomorphic to (Q3,W3). Therefore, given any (E, V ) with unique αc-Jordan-Hölder
�ltration, we have that (E, V ) belongs to G+(αc;n, d, k) if and only if the following numerical
conditions are satis�ed:

k1

n1
<
k

n
,

k1 + k2

n1 + n2
<
k

n
. (6.1)

Analogously, given any (E, V ) with unique αc-Jordan-Hölder �ltration, we have that (E, V )

belongs to G−(αc;n, d, k) if and only if the following numerical conditions are satis�ed:

k1

n1
>
k

n
,

k1 + k2

n1 + n2
>
k

n
. (6.2)
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In both cases, we need a way of parametrizing all the (E, V )'s with unique �ltration,
having �xed the graded. According to di�erent relations between the various objects of the
graded, we will need one of the 4 descriptions given below. Roughly speaking, the �rst 2
descriptions amount to considering (E, V ) as obtained via a tree of type A, while the last 2
ones are obtained by considering a tree of type B as follows:

A B(0, 3) (0, 3)

(0, 2) (2, 3) (0, 1) (1, 3)

(0, 1) (1, 2) (1, 2) (2, 3).

Lemma 6.1.1. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi with numerical conditions (6.1),

respectively (6.2), and let us suppose that (Q1,W1) 6' (Q2,W2) 6' (Q3,W3). Then the (E, V )'s

that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have unique Jordan-Hölder

�ltration at αc and graded ⊕3
i=1(Qi,Wi) are parametrized by pairs ([µ], [ν]) where:

� [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and µ has a representative of the form

0→ (Q1,W1)→ (E2, V2)→ (Q2,W2)→ 0;

� [ν] ∈M([µ]) := P(Ext1((Q3,W3), (E2, V2))) r P(Ext1((Q3,W3), (Q1,W1))).

Proof. Given the graded, a �ltration of (E, V ) is

0 ⊂ (E1, V1) := (Q1,W1) ⊂ (E2, V2) ⊂ (E, V )

where we have exact sequences:

0→ (Q1,W1)
σ−→ (E2, V2)

κ→ (Q2,W2)→ 0, (6.3)

0→ (E2, V2)
ε−→ (E, V )

δ−→ (Q3,W3)→ 0. (6.4)

Now by proposition 2.2.1, (E, V ) has a unique αc-Jordan-Hölder �ltration if and only if
all the sequences

0→ (Qk,Wk)→ (Ek+1, Vk+1)/(Ek−1, Vk−1)→ (Qk+1,Wk+1)→ 0

for k = 1, 2 are non-split. This amounts to imposing that both (6.3) and

0→ (Q2,W2)→ (E, V )/(Q1,W1)→ (Q3,W3)→ 0 (6.5)
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are non-split. Since (Q1,W1) 6' (Q2,W2) and since both objects are αc-stable, then for all
extensions (6.3) that are non-split, Aut(E2, V2) = C∗. Moreover, the objects of the form
(E2, V2) in (6.4) are parametrized by P(Ext1((Q2,W2), (Q1,W1))).

If we apply the functor Hom((Q3,W3),−) to (6.3), we get a long exact sequence:

· · · → Hom ((Q3,W3), (Q2,W2))→ Ext1 ((Q3,W3), (Q1,W1))
σ−→

σ−→ Ext1 ((Q3,W3), (E2, V2))
κ−→ Ext1 ((Q3,W3), (Q2,W2))→ · · · (6.6)

If we denote by ν the class of (6.4) and by ν ′ the class of (6.5), then we get that ν ′ = κ(ν).
Then ν ′ 6= 0 if and only if ν is not in the image of σ. By hypothesis, we have that σ is injective,
so it makes sense to consider

M([µ]) := Ext1 ((Q3,W3), (E2, V2)) r Ext1 ((Q3,W3), (Q1,W1)) .

Now given any sequence of the form (6.4), we have that Aut(E2, V2) = Aut(Q3,W3) = C∗,
so the (E, V )'s we are interested in are parametrized by equivalence classes of points inM([µ]),
modulo the action of C∗.

Proposition 6.1.2. Let us �x any triple (n, d, k), a critical value αc for it and any triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k), i.e. such that

3∑
i=1

ni = n,
3∑
i=1

di = d,
3∑
i=1

ki = k, µαc(ni, di, ki) = µαc(n, d, k) ∀ i = 1, 2, 3. (6.7)

Let us assume that conditions (6.1), respectively (6.2), are satis�ed. Moreover, let us

suppose that for every triple of points (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi we have:

Hom((Q3,W3), (Q2,W2)) = 0 = Hom((Q2,W2), (Q1,W1))

(in particular, this holds if (n1, k1) 6= (n2, k2) 6= (n3, k3)). Let us denote by G′ the set of

all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), with unique αc-JHF and

graded in
∏3
i=1Gi. Then there exists a �nite family {Ra,b,c;i,j} of schemes for (a, b, c) ∈

N2×N0, c ≤ b and i, j varying in �nite sets (for a, b, c �xed), together with injective morphisms

to G+(αc;n, d, k), respectively to G−(αc;n, d, k), such that the images form a disjoint covering

of G′ by locally closed subschemes. Every Ra,b,c;i,j comes with a sequence of 2 morphisms:

ϕa,b,c;i,j : Ra,b,c;i,j −→ Ua,b,c;i,j ⊂ Ra;i ×G3,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

where:

� ϕa,b,c;i,j has �bers isomorphic to Pb−1 r Pc−1, and ϕa;i has �bers isomorphic to Pa−1;
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� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's.

� {Ua,b,c;i,j}j is a �nite disjoint locally closed covering of

Ua,b,c;i := {((E2, V2), (Q3,W3)) ∈ Ra;i ×G3 s.t.

dim Ext1((Q3,W3), (E2, V2)) = b, dim Ext1((Q3,W3), ϕ̃a;i(E2, V2)) = c}

where ϕ̃a;i is the composition of ϕa;i with the projection to G1. Ua,b,c;i is locally closed

in Ra;i ×G3 and so are all the Ua,b,c;i,j.

If (n1, k1) = (n2, k2), then all the previous results still hold on (G1×G2r∆12)×G3 instead

of G1 ×G2 ×G3.

Proof. If (n1, k1) = (n2, k2), then the last condition of (6.7) implies that d1 = d2, therefore
G1 = G2. For simplicity, we do all the proof of the proposition in the case when this does not
happen. If (n1, k1) = (n2, k2), then the proof is exactly the same by restricting to G1×G2r∆12

whenever it is necessary.

Let us �x any triple (a, b, c) ∈ N2 × N0. Then proposition 5.0.5 for r = 3 applied to a
tree of type A and to data D = {a, b} gives projective bundles {ϕ̂a;i : R̂a;i → Ûa;i}i and
{ϕ̂a,b;i,j : R̂a,b;i,j → Ûa,b;i,j}i,j , where

� {Ûa;i}a;i is a disjoint locally closed covering of Ĝ1 × Ĝ2; we denote by p̂12 and q̂12 the
projections from Ûa;i to Ĝ1 and Ĝ2 respectively;

� {Ûa,b;i,j}b;j a disjoint locally closed covering of R̂a;i × Ĝ3; we denote by p̂12,3 and q̂12,3

the projections from Ûa,b;i to R̂a;i and Ĝ3 respectively;

� the �bers of ϕ̂a;i are isomorphic to Pa−1;

� the �bers of ϕ̂a,b;i,j are isomorphic to Pb−1.

Moreover, we have universal families of extensions over R̂a;i and R̂a,b;i,j respectively:

0→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′12, p̂12)∗(Q̂1, Ŵ1)⊗R̂a;i Oa;i(1)→

→ (Êa;i, V̂a;i)→ (ϕ̂′a;i, ϕ̂a;i)
∗(q̂′12, q̂12)∗(Q̂2, Ŵ2)→ 0, (6.8)

0→ (ϕ̂′a,b;i,j , ϕ̂a,b;i,j)
∗(p̂′12,3, p̂12,3)∗(Êa;i, V̂a;i)⊗R̂a,b;i,j Oa,b;i,j(1)→
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→ (Êa,b;i,j , V̂a,b;i,j)→ (ϕ̂′a;i, ϕ̂a;i)
∗(q̂′12,3, q̂12,3)∗(Q̂3, Ŵ3)→ 0. (6.9)

Now for every 0 ≤ c ≤ b we de�ne:

Ûa,b,c;i,j := {t ∈ Ûa,b;i,j s.t. dim Ext1((q̂′12,3, q̂12,3)∗(Q̂3, Ŵ3)t,

(p̂′12,3, p̂12,3)∗(ϕ̂′a;i, ϕ̂a,i)
∗(p̂′12, p̂12)∗(Q̂1, Ŵ1)t) = c}

By proposition 1.0.5 Ûa,b,c;i,j is locally closed in Ûa,b;i,j and therefore also in R̂a;i× Ĝ3. Let
us apply the functor

Homπ̂a,b;i,j ((q̂
′
12,3, q̂12,3)∗(Q̂3, Ŵ3),−)

to the pullback of (6.8) via p̂12,3. Then we get a morphism of the form

Homπ̂a,b;i,j ((q̂
′
12,3, q̂12,3)∗(Q̂1, Ŵ3), (p̂′12,3, p̂12,3)∗(ϕ̂′a;i, ϕ̂a,i)

∗(p̂′1, p̂1)∗(Q̂1Ŵ1))→

→ Homπ̂a,b;i,j ((q̂
′
12,3, q̂12,3)∗(Q̂1, Ŵ3), (p̂′12,3, p̂12,3)∗(Êa;i, V̂a;i)).

By base change and the previous lemma, this morphism is injective, therefore we can
rewrite it as

F̂a,b,c;i,j ↪→ Êa,b,c;i,j

Therefore, we can consider the subbundle

Q̂a,b,c;i,j := P((F̂a,b,c;i,j)
∨) ⊂ P((Êa,b,c;i,j)

∨) = R̂a,b;i,j |Ûa,b,c;i,j .

Then we de�ne R̂a,b,c;i,j := R̂a,b;i,j |Ûa,b,c;i,j rQ̂a,b,c;i,j . This comes with a morphism ϕ̂a,b,c;i,j

to Ûa,b,c;i,j (given by the restriction of ϕ̂a,b;i,j) with �bers isomorphic to Pb−1 r Pc−1.

By pullback of (6.8) from R̂a;i and by restriction of (6.9) from R̂a,b;i,j we get 2 families of
extensions of coherent systems parametrized by R̂a,b,c;i,j . If we �x any point r ∈ R̂a,b,c;i,j and
we write (E, V ) := (Êa,b;i,j , V̂a,b;i,j)r, then the 2 extensions over R̂a,b,c;i,j give rise to 2 exact
sequences of the form

0→ (Q1,W1)→ (E2, V2)→ (Q2,W2)→ 0,

0→ (E2, V2)→ (E, V )→ (Q3,W3)→ 0.

Now let us suppose that the numerical conditions (6.1) are satis�ed; then the previous
lemma proves that for every point r ∈ R̂a,b,c;i,j the coherent system

(E, V ) := (Êa,b;i,j , V̂a,b;i,j)r

has a unique �ltration and it belongs to G+(αc;n, d, k). Therefore, by using the universal
property of the moduli space G(α+

c ;n, d, k), we get for every (a, b, c; i, j) an induced morphism
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η̂a,b,c;i,j : R̂a,b,c;i,j −→ G(α+
c ;n, d, k)

with values in G+(αc;n, d, k). Such a morphism is invariant under the free action of G13 =

PGL(N1)× PGL(N2)× PGL(N3), so we get an induced morphism

ηa,b,c;i,j : Ra,b,c;i,j −→ G(α+
c ;n, d, k).

The previous lemma proves that every such morphism is injective and that the images of
all the ηa,b,c;i,j 's form a locally closed disjoint covering of G′ ⊂ G+(αc;n, d, k). An analogous
conclusion holds if we assume conditions (6.2).

Lemma 6.1.3. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi and let us suppose that (Q1,W1) '

(Q2,W2) 6' (Q3,W3) and that

Ext2 ((Q3,W3), (Q1,W1)) = 0

(with a little abuse of notation we will simply write (Q1,W1) also for (Q2,W2)). Let us denote

by µ any class of a non-split extension of the form

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q1,W1)→ 0 (6.10)

and by ν any class of a non-split extension of the form

0→ (E2, V2)
ε−→ (E, V )

δ−→ (Q3,W3)→ 0. (6.11)

Having �xed [µ] ∈ P(Ext1((Q1,W1), (Q1,W1)), let us consider the space Ext1((Q3,W3), (E2,

V2)) and let us consider the action of C × C∗ on it given as follows. For every pair of

scalars (ξ, τ) and for every class of extension ν with representative of the form (6.11), we

set (ξ, τ) · ν := ν ′, where ν ′ is represented by

0→ (E2, V2)
ε′−→ (E, V )

δ−→ (Q3,W3)→ 0,

where ε′ := ε ◦ (ξ · σ ◦ κ+ τ · id(E2,V2)). Let us write

M([µ]) := Ext1((Q3,W3), (E2, V2)) r Ext1((Q3,W3), (Q1,W1));

then the previous action sends M([µ]) to itself, so it makes sense to consider M([µ]) :=

M([µ])/(C × C∗). Then the (E, V )'s with unique Jordan-Hölder �ltration at αc and graded

⊕3
i=1(Qi,Wi) are parametrized by pairs ([µ], [ν]) where:

� [µ] ∈ P(Ext1((Q1,W1), (Q1,W1))) and µ has a representative of the form (6.10);

� [ν] is any object of M([µ]).

Moreover, M([µ]) ' Cb−1 × Pb−1, where b = dim Ext1((Q3,W3), (Q1,W1)).
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Proof. As in the proof of lemma 6.1.1, we can consider exact sequences (6.3), (6.4) and
(6.5), with (Q2,W2) replaced by (Q1,W1). Then (E, V ) has a unique Jordan-Hölder �l-
tration at αc if and only if both (6.3) and (6.5) are non-split. This implies that [µ] varies
in P(Ext1((Q1,W1), (Q1,W1))). As in the already cited lemma, let us consider the exact se-
quence (6.6). Since Hom((Q3,W3), (Q2,W2)) = 0 = Ext2((Q3,W3), (Q1,W1)), we get a short
exact sequence

0→ Ext1 ((Q3,W3), (Q1,W1))
σ−→ Ext1 ((Q3,W3), (E2, V2))

κ−→
κ−→ Ext1 ((Q3,W3), (Q1,W1))→ 0. (6.12)

We need to consider all the elements ν ∈ Ext1((Q3,W3), (E2, V2)) such that κ(ν) 6= 0, i.e.
such that they are not in the image of σ. So we need to consider the space

M([µ]) := Ext1 ((Q3,W3), (E2, V2)) r Ext1 ((Q3,W3), (Q1,W1)) .

From the previous exact sequence, we get a (non-canonical) isomorphism

M([µ]) ' Ext1 ((Q3,W3), (Q1,W1))×
(
Ext1 ((Q3,W3), (Q1,W1)) r {0}

)
. (6.13)

By (6.10) we have that Aut(E2, V2) = C×C∗; to be more precise, given any pair of scalars
(ξ, τ) the corresponding automorphism of (E2, V2) is given by ξ ·σ ◦κ+τ · id(E2,V2). Therefore,
there is an induced action of C × C∗ on the space Ext1((Q3,W3), (E2, V2)) given as follows:
for every extension (6.11), the image of such an extension via a pair (ξ, τ) is given by

0→ (E2, V2)
ε′−→ (E, V )

δ−→ (Q3,W3)→ 0

where ε′ := ε ◦ (ξ · σ ◦ κ + τ · id(E2,V2)). Now let us suppose that an extension ν represented
by (6.11) is in the image of σ. This is equivalent to say that we have a commutative diagram

0 (Q1,W1) (E′, V ′) (Q3,W3) 0

y y

0 (E2, V2) (E, V ) (Q3,W3) 0.
ε

σ

δ̃ε̃

σ̃

δ

Then

ε′ ◦ σ = ε ◦ (ξ · σ ◦ κ+ τ · id(E2,V2)) ◦ σ =

= ξ · ε ◦ σ ◦ κ ◦ σ + τ · ε ◦ σ = τ · ε ◦ σ.

Therefore, we can induce a commutative diagram
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0 (Q1,W1) (E′, V ′) (Q3,W3) 0

y y

0 (E2, V2) (E, V ) (Q3,W3) 0
ε′

σ

δ̃τ ·ε̃

σ̃

δ

where we set ε̃ ′ := τ · ε̃. Therefore, C × C∗ acts on Ext1((Q3,W3), (E2, V2)) by �xing the
image of σ, so we can consider the restricted action of that group on the set M([µ]) =

Ext1((Q3,W3), (E2, V2)) r Im(σ).

Now Aut(Q3,W3) = C∗ since (Q3,W3) is αc-stable; moreover (E2, V2) and (Q3,W3) are
not isomorphic (the �rst one is strictly αc-semistable and the second one is αc-stable), so
the action of Aut(E2, V2) × Aut(Q3,W3) on M([µ]) is simply given by the previous action.
Then the (E, V )'s we are interested in are parametrized by equivalence classes of objects of
M([µ]) = M([µ])/(C× C∗). Under the isomorphism (6.13), the previous action on M([µ]) is
given by

(ξ, τ) · (ν1, ν2) := (τ · ν1 + ξ · ν2, τ · ν2).

So it is easy to see that the quotientM([µ]) is isomorphic to Cb−1×Pb−1 and we conclude.

Proposition 6.1.4. Let us �x any triple (n, d, k), a critical value αc for it and any triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that conditions (6.1), respec-

tively (6.2), are satis�ed. Moreover, let us suppose that (n1, k1) = (n2, k2) (so automatically

(ni, ki) 6= (n3, k3) for i = 1, 2) and that for every pair of points ((Q1,W1), (Q3,W3)) ∈ G1×G3

we have:

Ext2((Q3,W3), (Q1,W1)) = 0.

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

that have unique Jordan-Hölder �ltration at αc and graded (Q1,W1) ⊕ (Q1,W1) ⊕ (Q3,W3).

Then there exists a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �-

nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every Ra,b;i,j comes with a sequence of 2 morphisms

ϕa,b;i,j : Ra,b;i,j −→ Ua,b:i,j ⊂ Ra;i ×G3,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 = G2,

where:
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� ϕa,b;i,j has �bers isomorphic to Cb−1 × Pb−1 and ϕa;i has �bers isomorphic to Pa−1;

� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {(Q1,W1) ∈ G1 s.t. dim Ext1((Q1,W1), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 and so are all the Ua;i's;

� {Ua,b;i,j}j is a �nite disjoint locally closed covering of

Ua,b;i := {((E2, V2), (Q3,W3)) ∈ Ra;i ×G3 s.t. dim Ext1((Q3,W3), ϕa;i(E2, V2)) = b}.

Ua,b;i is locally closed in Ra;i ×G3 and so are the Ua,b;i,j's.

Proof. Let us �x any pair (a, b) ∈ N2 and let us denote by (Q̂1, Ŵ1) the universal family over
Ĝ1 = Ĝ2. Since the objects of this scheme are αc-stable, we get that for each point t ∈ Ĝ1 we
have

dim Hom((Q̂1, Ŵ1)t, (Q̂1, Ŵ1)t) = 1.

Let us apply lemma 4.6.1 on T = Ĝ1 with the two families of coherent systems both
coinciding with (Q̂1, Ŵ1). Then we get that the set

Ûa := {t ∈ Ĝ1 s.t. dim Ext1((Q̂1, Ŵ1)t, (Q̂1, Ŵ1)t) = a}

is a locally closed subscheme of Ĝ1 and there exists a �nite disjoint covering of Ûa by locally
closed subschemes Ûa;i. Moreover, by proposition 4.6.2 we get that on each Ûa;i there is a
locally free sheaf

Ĥa;i := Ext1πÛa;i
((Q̂1, Ŵ1)|Ûa;i , (Q̂1, Ŵ1)|Ûa;i)

∨

and a projective bundle ϕ̂a;i : R̂a;i := P(Ĥa;i)→ Ûa;i ⊂ Ĝ1, together with a family of non-split
extensions {er}r∈R̂a;i parametrized by R̂a;i of (ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1) by (ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;i

OR̂a;i(1). Such a family of extensions is universal on the category of reduced Ûa;i-schemes.

Now by de�nition of family of extensions, for each i there is an open covering {R̂ka;i}k∈K of

R̂a;i; for each k there is an extension

0→ ((ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;iOR̂a;i(1))|R̂ka;i

σka;i−→ (Êka;i, V̂ka;i)
κka;i−→ (ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)|R̂ka;i → 0

(6.14)
over R̂ka;i such that er is the restriction of (6.14) for each r ∈ R̂ka;i. Since R̂a;i is noetherian,
then we can assume that K is �nite and we denote its elements by {k1 < · · · < kr}. Then for
each set k• = {k′1 < · · · < k′s} ⊂ K we de�ne the locally closed subscheme of R̂a;i:
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R̂k•a;i := (R̂
k′1
a;i ∩ · · · ∩ R̂

k′s
a;i) r (R̂

k′s+1

a;i ∪ · · · ∪ R̂
k′r
a;i),

where {k′s+1 < · · · < k′r} is the complement of k• in K. Since K is �nite, we get that these
schemes form a �nite locally closed disjoint covering of R̂a;i. For each k• we consider the

embedding of R̂k•a;i in P̂R
k′1
a;i and we pullback (6.14) using that morphism. So for each k• we

get an extension

0→ ((ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;iOR̂a;i(1))|

R̂k•a;i

σk•a;i−→ (Êk•a;i, V̂
k•
a;i)

κ•a;i−→ (ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)|

R̂k•a;i
→ 0

(6.15)
over R̂k•a;i. Now for each pair of indices (i, k•) we consider the scheme T ′ := R̂k•a;i× Ĝ3, together

with the projections p̂1 and p̂2 to the 2 factors. Then we de�ne Ûk•a,b;i as the subscheme of T ′

de�ned by

{t′ ∈ T ′ s.t. dim Ext1((p̂′2, p̂2)∗(Q̂3, Ŵ3)t′ , (p̂
′
1, p̂1)∗(Êk•a;i, V̂

k•
a;i)t′ = b}.

By proposition 1.0.5 we get that Ûk•a,b;i is locally closed in R̂k•a;i × Ĝ3. By construction,

we have that each R̂k•a;i is locally closed in R̂a;i, so each Ûk•a,b;i is locally closed in R̂a;i × Ĝ3.

Then let us consider the scheme Ûa,b;i de�ned as the subscheme of R̂a;i × Ĝ3 covered by all
the schemes of the form Ûk•a,b;i. This is a disjoint covering of such a scheme by locally closed

subschemes of R̂a;i × Ĝ3. Therefore, this gives a disjoint locally closed covering of Ûa,b;i.

By construction, for each k• and for each t′ ∈ Ûk•a,b;i, we have that both (p̂′1, p̂1)∗(Êk•a;i, V̂
k•
a;i)t′

and (p̂′2, p̂2)∗(Q̂3, Ŵ3)t′ are αc-semistable. Moreover, since (n1, k1) 6= (n3, k3) by hypothesis,
then we have that:

Hom((p̂′2, p̂2)∗(Q̂3, Ŵ3)t′ , (p̂
′
1, p̂1)∗(Êk•a;i, V̂

k•
a;i)t′) = 0

for all t′ ∈ Ûk•a,b;i. Then we can apply proposition 4.6.3 for such a scheme and we get that there

is a �nite disjoint locally closed covering {Ûk0,k•a,b;i }k0 of Û
k•
a,b;i. For each k0 there is a locally free

sheaf on each Ûk0,k•a,b;i :

Ĥk0,k•a,b;i := Ext1
π̂
k0,k•
a,b;i

((p̂′2, p̂2)∗(Q̂3, Ŵ3), (p̂′1, p̂1)∗(Êk•a;i, V̂
k•
a;i))

∨.

We denote by

θ̂k0,k•a,b;i : Q̂k0,k•a,b;i −→ Ûk0,k•a,b;i ⊂ R̂a;i × Ĝ3

the vector bundle associated to that locally free sheaf. Using the same proposition, we have
that there exists a universal extension parametrized by Q̂k0,k•a,b;i , as follows:

0→ (θ̂
′k0,k•
a,b;i , θ̂k0,k•a,b;i )∗(p̂′1, p̂1)∗(Êk•a;i, V̂

k•
a;i)

ε
k0,k•
a,b;i−→ (Êk0,k•a,b;i , V̂

k0,k•
a,b;i )

δ
k0,k•
a,b;i−→

δ
k0,k•
a,b;i−→ (θ̂

′k0,k•
a,b;i , θ̂k0,k•a,b;i )∗(p̂′2, p̂2)∗(Q̂3, Ŵ3)→ 0 (6.16)
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Now the set {Ûk0,k•a,b;i }k0,k• is a �nite disjoint locally closed covering of Ûa,b;i, so we rename it

as {Ûa,b;i,j}j . According to this notation, we denote by Q̂a,b;i,j , (Êa,b;i,j , V̂a,b;i,j), etc. all the
various objects we have de�ned so far.

Now let us �x any j = (k0, k•) = (k0, k
′
1, · · · , k′s) and let us consider the morphisms:

γ̂a,b;i,j : Ûa,b;i,j = Ûk0,k•a,b;i ↪→ R̂k•a;i × Ĝ3
p̂1−→ R̂k•a;i ↪→ R̂

k′1
a;i

and

χ̂a,b;i,j : Q̂a,b;i,j
θ̂a,b;i,j−→ Ûa,b;i,j

γ̂a,b;i,j−→ R̂
k′1
a;i.

Let us consider the pullback of (6.15) (with k replaced by k′1) via χ̂a,b;i,j :

0→ (χ̂′a,b;i,j , χ̂a,b;i,j)
∗((ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)⊗R̂a;i OR̂a;i(1))
χ̂∗a,b;i,jσ

k′1
a;i−→

χ∗a,b;i,jσ
k′1
a;i−→ χ∗a,b;i,j(Ê

k′1
a;i, V̂

k′1
a;i)

χ∗a,b;i,jκ
k′1
a;i−→ (χ̂′a,b;i,j , χ̂a,b;i,j)

∗(ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)→ 0. (6.17)

Eventually by restricting again the set Ûa,b;i,j , we can suppose that the pullback of the
line bundle OR̂a;i(1) is free on Ûa,b;i,j , so we can assume also that

(χ̂′a,b;i,j , χ̂a,b;i,j)
∗OR̂a;i(1)

is free on Q̂a,b;i,j . Therefore, we can identify the �rst an the last term of the previous exact
sequence.

Then for every pair of scalars (ξ, τ) ∈ C× C∗, let us consider the new extension

0→ (θ̂′a,b;i,j , θ̂a,b;i,j)
∗(p̂′1, p̂1)∗(Êa;i, V̂a;i)

εa,b;i,j(ξ,τ)
−→ (Êa,b;i,j , V̂a,b;i,j)

δa,b;i,j−→
δa,b;i,j−→ (θ̂′a,b;i,j , θ̂a,b;i,j)

∗(p̂′2, p̂2)∗(Q̂3, Ŵ3)→ 0 (6.18)

where we write:

εa,b;i,j(ξ, τ) := ε ◦
(
ξ · χ∗a,b;i,j(σ

k′1
a;i ◦ κ

k′1
a;i) + τ · id(Êa;i,V̂a;i)

)
.

Now (6.18) is again an extension parametrized by Q̂a,b;i,j of the same 2 objects of (6.16).
Therefore, by the universal property of (6.16) (see corollary 4.3.3), we get that there is a
unique morphism

%̂a,b;i,j(ξ, τ) = %̂(ξ, τ) : Q̂a,b;i,j −→ Q̂a,b;i,j

over Ûa,b;i,j , such that (6.18) is the pullback of (6.16) via %̂(ξ, τ). In particular, we have a
commutative diagram
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Q̂a,b;i,j Q̂a,b;i,j .

y

Ûa,b;i,j

θ̂a,b;i,jθ̂a,b;i,j

%̂(ξ,τ)

(6.19)

Now we want to prove that such a morphism is an automorphism of Q̂a,b;i,j , so we need
to �nd an inverse for such a morphism; we claim that for every (ξ, τ) ∈ C×C∗ the inverse of
%̂(ξ, τ) is given by %̂(−ξτ−2, τ−1). First of all, a direct check proves that if we apply the pair
(−ξτ−2, τ−1) to the sequence (6.18), then we get the extension (6.16). Therefore, we get that
the morphism

f := %̂(−ξτ−2, τ−1) ◦ %̂(ξ, τ) : Q̂a,b;i,j −→ Q̂a,b;i,j

is such that the pullback via f of (6.16) is again the same extension. Obviously, also the
identity of Q̂a,b;i,j has the same property; since (6.16) is universal, then we get that f coincides
with the identity. The same argument proves also that

%̂(ξ, τ) ◦ %̂(−ξτ−2, τ−1) : Q̂a,b;i,j −→ Q̂a,b;i,j

is the identity of Q̂a,b;i,j . Now let us consider the group action on C × C∗ given by (ξ′, τ ′) ·
(ξ, τ) = (ξτ ′ + ξ′τ, ττ ′). The previous observation then proves that we have a natural action
of C× C∗ on Q̂a,b;i,j given by

C× C∗ → Aut(Q̂a,b;i,j)

(ξ, τ) 7→ %̂a,b;i,j(ξ, τ).

Then we de�ne a subvector bundle Q̂′a,b;i,j of Q̂a,b;i,j as follows. Let us consider the pullback

of the sequence (6.14) via the morphism γ̂a,b;i,j : Ûa,b;i,j → R̂
k′1
a;i and let us apply to it the functor

Homπ̂a,b;i,j ((p̂
′
2, p̂2)∗(Q̂3, Ŵ3),−). Then we get a long exact sequence:

· · · → Homπ̂a,b;i,j ((p̂
′
2, p̂2)∗(Q̂3, Ŵ3), (p̂′1, p̂1)∗(ϕ̂′a;i, ϕ̂a;i)(Q̂1, Ŵ1))→

→ Ext1π̂a,b;i,j ((p̂
′
2, p̂2)∗(Q̂3, Ŵ3), (p̂′1, p̂1)∗(ϕ̂′a;i, ϕ̂a;i)(Q̂1, Ŵ1))⊗Ûa,b;i,j (p̂′1, p̂1)∗OR̂a;i(1))

ζ→
ζ→ Ext1π̂a,b;i,j ((p̂

′
2, p̂2)∗(Q̂3, Ŵ3), (p̂′1, p̂1)∗(Êk

′
1
a;i, V̂

k′1
a;i))→ · · · (6.20)

Now the �rst sheaf of this sequence is actually zero using base change and the hypothesis
that (n1, k1) 6= (n3, k3). Then we get that ζ is injective. Moreover, for every point t of Ûa,b;i,j ,
we have:

Extlπ̂a,b;i,j ((p
′
2, p2)∗(Q̂3, Ŵ3)t, (p̂

′
1, p̂1)∗(ϕ̂′a;i, ϕ̂a;i)(Q̂1, Ŵ1))⊗Ûa,b;i,j (p̂′1, p̂1)∗OR̂a;i(1)t) = 0
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for l = 0 and l = 2; the case l = 0 is a consequence of the hypothesis that (n1, k1) 6= (n3, k3),
while the case l = 2 is a consequence of the hypothesis that

Ext1((Q3,W3), (Q1,W1)) = 0 ∀ ((Q1,W1), (Q3,W3)) ∈ G1 ×G3.

Then by base change we get that the second sheaf of (6.20) is locally free. We denote
by Q̂′a,b;i,j the vector bundle on Ûa,b;i,j associated to its dual. Since ζ is injective, using the

de�nition of Q̂a,b;i,j we get that Q̂′a,b;i,j is a subvector bundle of Q̂a,b;i,j .

Now on each �ber of the bundle Q̂a,b;i,j over Ûa,b;i,j we have the description given in lemma
6.1.3. In particular, every %̂a,b;i,j(ξ, τ) acts on Q̂′a,b;i,j by �xing it. Therefore, we get that the

previous action of C× C∗ induces an action of the same group on Q̂a,b;i,j r Q̂′a,b;i,j .

Now for every (a, b; i, j) and (ξ, τ) as before we have a commutative diagram (6.19), so the
action of C × C∗ is compatible with the projection θ̂a,b;i,j . So it makes sense to consider the
quotient

R̂a,b;i,j := (Q̂a,b;i,j r Q̂′a,b;i,j)/(C× C∗)

and the induced �bration

ϕ̂a,b;i,j : R̂a,b;i,j −→ Ûa,b;i,j .

The �bers of such a morphism are described as in lemma 6.1.3, so each �ber is isomorphic
to Cb−1 × Pb−1. Now we recall that on Q̂a,b;i,j we have a family (Êa,b;i,j , V̂a,b;i,j) such that if
we denote by q any point of Q̂a,b;i,j and by (E, V ) the restriction of such a family to q, then
we have a pair of exact sequences:

0→ (Q1,W1)→ (E2, V2)→ (Q1,W1)→ 0,

0→ (E2, V2)→ (E, V )→ (Q3,W3)→ 0.

The �rst one is always non-split by construction of R̂a;i; if q belongs to Q̂a,b;i,j r Q̂′a,b;i,j ,
then also the induced sequence

0→ (Q1,W1)→ (E, V )/(Q1,W1)→ (Q3,W3)→ 0

is non-split. If we assume also conditions (6.1), then by lemma 6.1.3 we get that (E, V )

belongs to G′ ⊂ G+(αc;n, d, k) ⊂ G(α+
c ;n, d, k). Then by the universal property of the

scheme G(α+
c ;n, d, k) we get that the previous family induces a morphism

ω̂a,b;i,j : Q̂a,b;i,j r Q̂′a,b;i,j −→ G(α+
c ;n, d, k).

By the previous lemma, we have that ω̂a,b;i,j is invariant under the action of C×C∗, so it
induces a morphism
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ωa,b;i,j : R̂a,b;i,j −→ G(α+
c ;n, d, k).

Finally, there are free actions of PGL(N1) on Ĝ1, Ûa;i and R̂a;i. Moreover, there are free
actions of PGL(N1) × PGL(N3) on R̂a;i × Ĝ3, Ûa,b;i,j and R̂a,b;i,j . Then there are induced
�brations

ϕa;i : Ra;i −→ Ua;i,

ϕa,b;i,j : Ra,b;i,j −→ Ua,b;i,j .

with the properties stated in the claim of the lemma. The morphism ωa,b;i,j is invariant under
the action on R̂a,b;i,j , so there is an induced morphism

ωa,b;i,j : Ra,b;i,j −→ G(α+
c ;n, d, k).

Such a morphism is injective (and has values in G′) because of the previous lemma, so we
conclude. An analogous conclusion holds if we assume conditions (6.2) instead of (6.1).

Lemma 6.1.5. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi and let us suppose that (Q1,W1) 6'

(Q2,W2) 6' (Q3,W3). Then the (E, V )'s with unique Jordan-Hölder �ltration at αc and graded

⊕3
i=1(Qi,Wi) are parametrized by pairs ([µ], [ν]) where:

� [µ] ∈ P(Ext1((Q3,W3), (Q2,W2))) and µ has a representative of the form

0→ (Q2,W2)
σ−→ (E′′, V ′′)

κ−→ (Q3,W3)→ 0; (6.21)

� [ν] ∈M([µ]) := P(Ext1((E′′, V ′′), (Q1,W1))) r P(Ext1((Q3,W3), (Q1,W1))).

The proof of this lemma is analogous to the proof of lemma 6.1.1, so we omit it. Using such
a lemma we can prove the following proposition. The proof is analogous to that of proposition
6.1.2.

Proposition 6.1.6. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that conditions (6.1), respectively

(6.2), are satis�ed. Moreover, let us suppose that for every triple of points (Qi,Wi)i=1,2,3 ∈∏3
i=1Gi we have:

Hom((Q2,W2), (Q1,W1)) = 0 = Hom((Q3,W3), (Q2,W2))

(in particular, this holds if (n1, k1) 6= (n2, k2) 6= (n3, k3)). Let us denote by G′ the set of

all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), with unique Jordan-Hölder

�ltration at αc and graded in
∏3
i=1Gi. Then there exists a �nite family {Ra,b,c;i,j} of schemes

for (a, b, c) ∈ N2 × N0, c ≤ b and i, j varying in �nite sets (for a, b, c �xed), together with

injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, k), such that the images

form a disjoint covering of G′ by locally closed subschemes. Every Ra,b,c;i,j comes with a

sequence of 2 morphisms:
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ϕa,b,c;i,j : Ra,b,c;i,j −→ Ua,b,c;i,j ⊂ G1 ×Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G2 ×G3,

where:

� ϕa,b,c;i,j has �bers isomorphic to Pb−1 r Pc−1 and ϕa;i has �bers isomorphic to Pa−1;

� {Ua;i}i is a locally closed covering of

Ua := {((Q2,W2), (Q3,W3)) ∈ G2 ×G3 s.t. dim Ext1((Q3,W3), (Q2,W2)) = a};

every Ua is a locally closed subscheme of G2 ×G3 and so are all the Ua;i's;

� {Ua,b,c;i,j}j is a locally closed covering of

Ua,b,c;i := {((Q1,W1), (E′′, V ′′)) ∈ G1 ×Ra;i s.t.

dim Ext1((E′′, V ′′), (Q1,W1)) = b, dim Ext1(ϕ̃a;i(E
′′, V ′′), (Q1,W1)) = c};

where ϕ̃a;i is the composition of ϕa;i with the projection to G3. Every Ua,b,c;i is locally

closed in G1 ×Ra;i and so are the Ua,b,c;i,j's.

If (n2, k2) = (n3, k3), then the previous results hold on G1 × (G2 × G3 r ∆23) instead of

G1 ×G2 ×G3.

Remark 6.1.1. If we assume that

(Q1,W1) 6' (Q2,W2) 6' (Q3,W3), Ext1((Q3,W3), (Q1,W1))

then we can easily compare the descriptions of propositions 6.1.2 and 6.1.6 and we get that
those descriptions give rise to the same Hodge-Deligne polynomials.

Lemma 6.1.7. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi and let us suppose that (Q1,W1) 6'

(Q2,W2) ' (Q3,W3) and that

Ext2 ((Q2,W2), (Q1,W1)) = 0

(with a little abuse of notation we will simply write (Q2,W2) also for (Q3,W3)). Let us denote

by µ any class of a non-split extension of the form

0→ (Q2,W2)
σ−→ (E′′, V ′′)

κ−→ (Q2,W2)→ 0 (6.22)

and by ν any class of a non-split extension of the form
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0→ (Q1,W1)
ε−→ (E, V )

δ−→ (E′′, V ′′)→ 0. (6.23)

Having �xed [µ] ∈ P(Ext1((Q2,W2), (Q2,W2))), let us consider the space Ext1((E′′, V ′′),

(Q1,W1)) and let us consider the action of C × C∗ on it given as follows. For every pair of

scalars (ξ, τ) and for every class of extension ν with representative of the form (6.23), we set

(ξ, τ) · ν := ν ′ where ν ′ is represented by

0→ (Q1,W1)
ε−→ (E, V )

δ′−→ (E′′, V ′′)→ 0,

where δ′ = (ξ · σ ◦ κ+ τ · id(E′′,V ′′)) ◦ δ. Let us write

M([µ]) := Ext1((E′′, V ′′), (Q1,W1)) r Ext1((Q2,W2), (Q1,W1));

then the previous action sends M([µ]) to itself, so it makes sense to consider M([µ]) :=

M([µ])/(C × C∗). Then the (E, V )'s with unique Jordan-Hölder �ltration at αc and graded

⊕3
i=1(Qi,Wi) are parametrized by pairs ([µ], [ν]) where:

� [µ] ∈ P(Ext1((Q2,W2), (Q2,W2))) and µ has a representative of the form (6.22);

� [ν] is any object of M([µ]).

Moreover, M([µ]) ' Cb−1 × Pb−1 where b = dim Ext1((Q2,W2), (Q1,W1)).

The proof of this lemma is analogous to the proof of lemma 6.1.3, so we omit it. Using such
a lemma we can prove the following proposition. The proof is analogous to that of proposition
6.1.4.

Proposition 6.1.8. Let us �x any triple (n, d, k), a critical value αc for it and any triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that conditions (6.1), respectively

(6.2) are satis�ed. Moreover, let us suppose that (n1, k1) 6= (n2, k2) = (n3, k3) and that for

every pair of points ((Q1,W1), (Q2,W2)) ∈ G1 ×G2 we have:

Ext2((Q2,W2), (Q1,W1)) = 0.

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

that have unique Jordan-Hölder �ltration at αc and graded (Q1,W1) ⊕ (Q2,W2) ⊕ (Q2,W2).

Then there exists a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �-

nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every Ra,b;i,j comes with a sequence of 2 morphisms

ϕa,b;i,j : Ra,b;i,j −→ Ua,b:i,j ⊂ G1 ×Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G2 = G3,

where:
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� ϕa,b;i,j has �bers isomorphic to Cb−1 × Pb−1;

� ϕa;i has �bers isomorphic to Pa−1;

� {Ua;i}i is a locally closed covering of

Ua := {(Q2,W2) ∈ G2 s.t. dim Ext1((Q2,W2), (Q2,W2)) = a};

every Ua is a locally closed subscheme of G2 and so are all the Ua;i's;

� {Ua,b;i,j}j is a locally closed covering of

Ua,b;i := {((Q1,W1), (E′′, V ′′)) ∈ G1 ×Ra;i s.t. dim Ext1(ϕa;i(E
′′, V ′′), (Q1,W1)) = b}.

Ua,b;i is locally closed in G1 ×Ra;i and so are the Ua,b;i,j's.

6.2 Jordan-Hölder �ltration of length 4

Let us suppose that at αc the graded of a coherent system (E, V ) is ⊕4
i=1(Qi,Wi) and that

(E, V ) has a unique αc-Jordan-Hölder �ltration (therefore, that �ltration coincides with its
αc-canonical �ltration). We want to parametrize all the corresponding (E, V )'s, having �xed
the graded (and also its order, since the �ltration is unique).

If the αc-JHF is unique, then the only proper αc-semistable subobjects of (E, V ) with its
same αc-slope are:

� (Q1,W1), that is the only αc-stable one;

� an extension (E2, V2) of (Q2,W2) by (Q1,W1);

� an extension (E3, V3) of (Q3,W3) by (E2, V2);

the quotient (E, V )/(E3, V3) will be isomorphic to (Q4,W4). Let us denote by (ni, di, ki) the
type of each (Qi,Wi). If (E, V ) has unique αc-Jordan-Hölder �ltration, then it belongs to
G+(αc;n, d, k) if and only if the following numerical conditions are satis�ed:

k1

n1
<
k

n
,

k1 + k2

n1 + n2
<
k

n
,

k1 + k2 + k3

n1 + n2 + n3
<
k

n
. (6.24)

Using the fact that µαc(E, V ) = µαc(Qi,Wi) for i = 1, · · · , 4, the last inequality can be
rewritten as k4/n4 > k/n.

Analogously, if we assume that (E, V ) has a unique αc-JHF, then it belongs toG−(αc;n, d, k)

if and only if the following numerical conditions are veri�ed:
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k1

n1
>
k

n
,

k1 + k2

n1 + n2
>
k

n
,

k1 + k2 + k3

n1 + n2 + n3
>
k

n
. (6.25)

In both cases, we need a way of parametrizing all the (E, V )'s with unique �ltration,
having �xed the graded. According to di�erent cases, we will need one of the 4 descriptions
given below. A priori there are 5 possible trees associated to (E, V ), but for our purposes
(that is, the study of the case n = 4, k = 1) we will need only the following one.

C (0, 4)

(0, 2) (2, 4)

(0, 1) (1, 2) (2, 3) (3, 4).

We will basically divide our description in the following 4 cases:

(i) (Q1,W1) ' (Q2,W2) and (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3 (lemma 6.2.1 and proposi-
tion 6.2.2);

(ii) (Q1,W1) 6' (Q2,W2) and (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3 (lemma 6.2.3 and proposi-
tion 6.2.4);

(iii) (Q3,W3) ' (Q4,W4) and (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4 (lemma 6.2.5 and proposi-
tion 6.2.6);

(iv) (Q3,W3) 6' (Q4,W4) and (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4 (lemma 6.2.7 and proposi-
tion 6.2.8).

Remark 6.2.1. For each of these cases one should consider 2 di�erent subcases according to
the fact that (Q2,W2) and (Q3,W3) are isomorphic or not. In the second subcase we get
complete results as stated below, while the �rst subcase is still an open problem.

Lemma 6.2.1. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi and let us assume that

(Q1,W1) ' (Q2,W2) 6' (Q3,W3), (Q4,W4) 6' (Qi,Wi) ∀ i = 1, 2, 3,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2
(
(E′′, V ′′), (Q1,W1)

)
,

where (E′′, V ′′) is any non-split extension of (Q4,W4) by (Q3,W3). Let us denote by µ any

class of a non-split extension of the form

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0 (6.26)
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and by ν any class of a non-split extension of the form

0→ (Q3,W3)
ε−→ (E′′, V ′′)

δ−→ (Q4,W4)→ 0. (6.27)

Having �xed [µ] ∈ P(Ext1((Q1,W1), (Q1,W1))) and [ν] ∈ P(Ext1((Q4,W4), (Q3,W3)), let

us consider the space M1([µ], [ν]) := Ext1((E′′, V ′′), (E2, V2)), let us denote by η any object in

that space and let us choose a representative of η as follows:

0→ (E2, V2)
ι−→ (E, V )

λ−→ (E′′, V ′′)→ 0. (6.28)

Then let us consider the action of C × C∗ on M1([µ], [ν]) given as follows. For every

pair of scalars (ξ, τ) and for every class η of an extension with representative (6.28), we set

(ξ, τ) · η := η′, where η′ is represented by

0→ (E2, V2)
ι(ξ,τ)−→ (E, V )

λ−→ (E′′, V ′′)→ 0, (6.29)

where ι(ξ, τ) := ι◦ (ξ ·σ ◦κ+ τ · id(E2,V2)). Let us denote by M2([µ], [ν]) the image of the linear

map A+F where A and F are the maps induced by (6.27) and (6.26) respectively, as follows:

A : Ext1((Q4,W4), (E2, V2)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]),

F : Ext1((E′′, V ′′), (Q1,W1)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]).

Let us writeM([µ], [ν]) := M1([µ], [ν])rM2([µ], [ν]). The previous action sendsM2([µ], [ν])

to itself, so it makes sense to consider M([µ], [ν]) := M([µ], [ν])/(C × C∗). Then the objects

(E, V )'s with unique αc-Jordan-Hölder �ltration and graded ⊕4
i=1(Qi,Wi) are parametrized by

triples ([µ], [ν], [η]) where:

� [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and µ has a representative of the form (6.26);

� [ν] ∈ P(Ext1((Q4,W4), (Q3,W3))) and ν has a representative of the form (6.27);

� [η] ∈M([µ], [ν]).

Moreover, if we write:

c := dim M1([µ], [ν]), d := dim Ext1((Q4,W4), (E2, V2)),

e := dim Ext1((E′′, V ′′), (Q1,W1)), f := dim Ext1((Q4,W4), (Q1,W1)),

then dim M2([µ], [ν]) = d+ e− f and M([µ], [ν]) ' Ce−1 × (Pc−e−1 r Pd−f−1).

Proof. Having �xed ⊕4
i=1(Qi,Wi), let us denote by µ and ν the classes of any two extensions

as follows:

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0, (6.30)

0→ (Q3,W3)
ε−→ (E′′, V ′′)

δ−→ (Q4,W4)→ 0. (6.31)
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Having �xed [µ] and [ν] as in the claim of the lemma, we setM1([µ], [ν]) := Ext1((E′′, V ′′),

(E2, V2)) and let η be any object of this space; let us consider a representative of it as follows:

0→ (E2, V2)
ι−→ (E, V )

λ−→ (E′′, V ′′)→ 0. (6.32)

Then let us consider the following 6 long exact sequences, induced by (6.30) and (6.31).

0→ Hom((Q4,W4), (E2, V2))→ Hom((E′′, V ′′), (E2, V2))→ Hom((Q3,W3), (E2, V2))→

→ Ext1((Q4,W4), (E2, V2))
A→ Ext1((E′′, V ′′), (E2, V2))

B→ Ext1((Q3,W3), (E2, V2))→
→ Ext2((Q4,W4), (E2, V2)); (6.33)

· · · → Ext1((Q3,W3), (Q1,W1))
C→ Ext1((Q3,W3), (E2, V2))

D→ Ext1((Q3,W3), (Q2,W2));

(6.34)

0→ Hom((E′′, V ′′), (Q1,W1))→ Hom((E′′, V ′′), (E2, V2))→ Hom((E′′, V ′′), (Q2,W2))→

→ Ext1((E′′, V ′′), (Q1,W1))
F→ Ext1((E′′, V ′′), (E2, V2))→ Ext1((E′′, V ′′), (Q2,W2))→
→ Ext2((E′′, V ′′), (Q1,W1)); (6.35)

· · · → Ext1((E′′, V ′′), (Q1,W1))
I→ Ext1((Q3,W3), (Q1,W1))→ Ext2((Q4,W4), (Q1,W1));

(6.36)

0→ Hom((Q4,W4), (Q1,W1))→ Hom((Q4,W4), (E2, V2))→ Hom((Q4,W4), (Q2,W2))→

→ Ext1((Q4,W4), (Q1,W1))
L→ Ext1((Q4,W4), (E2, V2)); (6.37)

0→ Hom((Q4,W4), (Q1,W1))→ Hom((E′′, V ′′), (Q1,W1))→ Hom((Q3,W3), (Q1,W1))→

→ Ext1((Q4,W4), (Q1,W1))
M→ Ext1((E′′, V ′′), (Q1,W1)). (6.38)

Let η := B(η) and let

0→ (E2, V2)→ (E3, V3)→ (Q3,W3)→ 0 (6.39)

be a representative of it. In particular, we have a commutative diagram with exact lines:

0 (E2, V2) (E3, V3) (Q3,W3) 0

y y

0 (E2, V2) (E, V ) (E′′, V ′′) 0.

ε′ ε

β

ι

α

λ

(6.40)

Since ε is injective, using the snake lemma we get that also ε′ is injective, so we get a
�ltration:
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0 ⊂ (Q1,W1) =: (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) ⊂ (E, V ) (6.41)

and it is easy to see that this is a Jordan-Hölder �ltration of (E, V ) at αc with graded
⊕4
i=1(Qi,Wi). Let us de�ne η̃ := D(η) = D ◦B(η) and let

0→ (Q2,W2)→ (E, V )→ (Q3,W3)→ 0

be a representative of it. In particular, by de�nition of D, we have a commutative diagram
with exact lines:

0 (E2, V2) (E3, V3) (Q3,W3) 0

y y

0 (Q2,W2) (E, V ) (Q3,W3) 0.

κ′κ

β

θ

α

ζ

(6.42)

Using the snake lemma, we get that κ′ is surjective and its kernel coincides with the kernel
of κ, i.e. with (Q1,W1) = (E1, V1). Then we get that η̃ has a representative of the form:

0→ (Q2,W2)→ (E3, V3)/(E1, V1)→ (Q3,W3)→ 0. (6.43)

Now let us apply proposition 2.2.1. Having �xed the Jordan-Hölder �ltration (6.41), this
is the unique αc-Jordan-Hölder �ltration of (E, V ) if and only if all the sequences

0→ (Qi,Wi)→ (Ei+1, Vi+1)/(Ei−1, Vi−1)→ (Qi+1,Wi+1)→ 0

are non-split for i = 1, 2, 3. This is equivalent to imposing that µ, ν and η̃ are all non-zero.
So having �xed µ and ν both non-zero, we have to remove from M1([µ], [ν]) = Ext1((E′′, V ′′),

(E2, V2)) all those η's such that η̃ = D◦B(η) is zero. Using the exactness of (6.34), D◦B(η) = 0

if and only if B(η) ∈ Ker D = Im C.

Now let us consider the following diagram.

Ext1((E′′, V ′′), (Q1,W1)) Ext1((E′′, V ′′), (E2, V2))

y

Ext1((Q3,W3), (Q1,W1)) Ext1((Q3,W3), (E2, V2)).
C

I B

F

Such a diagram is commutative by naturality of the functors Ext1(−,−)'s. By the hy-
potheses of the lemma, we have that I is surjective. Therefore, Im(C) = Im(C ◦ I) =

Im(B ◦ F ). So η̃ = 0 if and only if B(η) ∈ Im(B ◦ F ), i.e. if and only if there exists
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ē ∈ Ext1((E′′, V ′′), (Q1,W1)) such that B(η) = B ◦ F (ē), i.e. if and only if there exists such
an ē such that η − F (ē) ∈ Ker(B) = Im(A) (using the exactness of (6.33)). In other terms,
η̃ = 0 if and only if there is a pair of extensions (ẽ, ē)

ẽ ∈ Ext1((Q4,W4), (E2, V2)), ē ∈ Ext1((E′′, V ′′), (Q1,W1)),

such that η = A(ẽ) + F (ē). So the set of the η's that we have to remove from M1([µ], [ν])

coincides with the image M2([µ], [ν]) of the linear map

A+ F : Ext1((Q4,W4), (E2, V2))⊕ Ext1((E′′, V ′′), (Q1,W1))→

→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]).

Now we need to give a better description of the linear space M2([µ], [ν]); in particular, we
need to compute its dimension:

dim M2([µ], [ν]) = dim Im(A) + dim Im(F )− dim M3([µ], [ν])

where we denote by M3([µ], [ν]) the linear space Im(A) ∩ Im(F ) ⊂ M2([µ], [ν]). We need to
compute the 3 values in the right hand side of the previous identity.

The space Im (A). We claim that in (6.33) we have:

Hom((E′′, V ′′), (E2, V2)) = 0. (6.44)

Indeed, let us �x any morphism γ in such a space. Let us consider γ2 := κ◦γ : (E′′, V ′′)→
(Q2,W2) and γ32 := γ2 ◦ ε : (Q3,W3)→ (Q2,W2). If γ32 is non-zero, then we get that it is an
isomorphism and so γ2 gives a splitting of (6.31), but this is impossible because we assumed
that such an extension is non-split. Therefore, γ32 = 0; by exactness of (6.31) we get an
induced morphism γ42 : (Q4,W4) → (Q2,W2) such that γ2 = γ42 ◦ δ. Since (Q4,W4) and
(Q2,W2) are both αc-stable of the same slope and not isomorphic, then γ42 = 0, so γ2 = 0.
Therefore, by exactness of (6.30) we get an induced morphism γ1 : (E′′, V ′′) → (Q1,W1)

such that γ = σ ◦ γ1. Then let us consider γ31 := γ1 ◦ ε : (Q3,W3) → (Q1,W1). If it is
non-zero, then γ1 gives a splitting for (6.31), so we get a contradiction. So γ31 = 0. There-
fore γ ◦ ε = σ ◦ γ31 = 0. By exactness of (6.31), we get that there is an induced morphism
γ′ : (Q4,W4) → (E2, V2) such that γ = γ′ ◦ δ. Since the graded of (E2, V2) does not contain
an object isomorphic to (Q4,W4), then γ′ is necessarily zero. So γ = 0 and the claim is proved.

By hypothesis we have (Q1,W1) ' (Q2,W2) 6' (Q3,W3). Since (6.30) is non-split, then
the only proper αc-(semi)stable subsystem of (E2, V2) is (Q1,W1). Since (Q3,W3) 6' (Q1,W1),
then

Hom((Q3,W3), (E2, V2)) = 0, (6.45)

so the map A is injective by (6.33).
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The space Im(F). We claim that in (6.35) we have:

Hom((E′′, V ′′), (Q2,W2)) = 0. (6.46)

By contradiction, let us suppose that it contains a non-zero morphism. Then we get an in-
duced non-zero morphism from (Q3,W3) or from (Q4,W4) to (Q2,W2); since all the (Qi,Wi)'s
are αc-stable, then we would get an isomorphism. But we cannot have an isomorphism from
(Q4,W4) to (Q2,W2) because of the hypotheses of the lemma. Also, by hypothesis we cannot
have an induced isomorphism from (Q3,W3) to (Q2,W2). So we get that the map F is injective.

The space M3([µ], [ν]). Let us consider the following diagram, that is commutative by
naturality of the functors Ext1(−,−)'s.

Ext1((Q4,W4), (Q1,W1)) Ext1((Q4,W4), (E2, V2))

y

Ext1((E′′, V ′′), (Q1,W1)) Ext1((E′′, V ′′), (E2, V2)).
F

M A

L

Since such a diagram commutes, we get that Im(A ◦ L) = Im(F ◦M). We denote such
a vector space by M ′3([µ], [ν]) ⊂ M3([µ], [ν]). We want to prove that actually M3([µ], [ν]) =

M ′3([µ], [ν]). In order to do that, let us �x any object η in M3([µ], [ν]); by de�nition of this
space there exists a pair of objects

ẽ ∈ Ext1((Q4,W4), (E2, V2)), ē ∈ Ext1((E′′, V ′′), (Q1,W1))

such that A(ẽ) = η = F (ē). Let us �x representatives for η, ẽ and ē given respectively by

0→ (E2, V2)
ι−→ (E, V )

λ−→ (E′′, V ′′)→ 0,

0→ (E2, V2)
ι̃−→ (Ẽ, Ṽ )

λ̃−→ (Q4,W4)→ 0,

0→ (Q1,W1)
ι−→ (E, V )

λ−→ (E′′, V ′′)→ 0.

Since A(ẽ) = η = F (ē), we have a commutative diagram with exact rows as follows.
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0 (E2, V2) (Ẽ, Ṽ ) (Q4,W4) 0.

y y

0 (E2, V2) (E, V ) (E′′, V ′′) 0

y y

0 (Q1,W1) (E, V ) (E′′, V ′′) 0
ι

λ̃ι̃

λ

σ′

ι

δ′

λ

δ

σ

By the snake lemma applied to the �rst 2 lines, we get that σ′ is injective with cokernel
(Q2,W2); again by the snake lemma applied to the second and to the third line we get that
Ker δ′ ' Ker δ = (Q3,W3). Let us set γ := δ′ ◦ σ′ : (E, V )→ (Ẽ, Ṽ ).

We claim that γ is not injective. By contradiction, let us suppose that γ is injective. If
we apply the snake lemma on the whole diagram, we get a long exact sequence:

0 = Ker σ → Ker γ → Ker δ = (Q3,W3)
Θ−→

Θ−→ Coker σ = (Q2,W2)→ Coker γ → Coker δ = 0.

If we assume that Ker γ = 0; then we have that Θ is injective, so it is an isomorphism by
lemma 1.0.4. So Coker γ = 0, so γ is an isomorphism. Then this implies that

(Q1,W1)⊕(Q3,W3)⊕(Q4,W4) = grαc(E, V ) ' grαc(E, V )) = (Q1,W1)⊕(Q2,W2)⊕(Q4,W4).

This implies that (Q2,W2) ' (Q3,W3), but this contradicts the hypotheses. Therefore we
conclude that γ is not injective.

Now σ′ is injective and Ker δ′ = Ker δ = (Q3,W3), so γ is not the zero morphism.
Both the source and the target of such a morphism are αc-semistable with the same slope
by construction. Therefore by proposition 1.0.1 there exists a coherent system Im(γ) =:

(Ê, V̂ ) ⊂ (Ẽ, Ṽ ), that is again αc-semistable with the same slope as the previous objects.
Then we consider the following diagram:

0 (Q1,W1) (E, V ) (E′′, V ′′) 0

y y

0 (Q1,W1) (Ê, V̂ ) (Q4,W4) 0.

γ|(Ê,V̂ ) δ

λ

γ|(Ê,V̂ )◦ι

ι

λ̃|(Ê,V̂ )

(6.47)
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Using the previous diagram, this diagram is obviously commutative. Moreover, the second
line is exact. Indeed:

� γ|(Ê,V̂ ) ◦ ι = ι̃ ◦ σ, so it is injective since both ι̃ and σ are so;

� λ̃|(Ê,V̂ ) is surjective because the square on the right is commutative and both δ and λ
are surjective;

� λ̃|(Ê,V̂ ) ◦ γ|(Ê,V̂ ) ◦ ι = δ ◦ λ ◦ ι = 0; so Im(γ|(Ê,V̂ ) ◦ ι) ⊆ Ker(λ̃|(Ê,V̂ )) ( (Ê, V̂ ). Since γ is

not injective, then the length of any αc-Jordan-Hölder �ltration of (Ê, V̂ ) is strictly less
than the length of any αc-Jordan-Hölder �ltration of (E, V ), so it is less or equal than
2. So necessarily the �rst inclusion must be an identity.

If we denote by ê ∈ Ext1((Q4,W4), (Q1,W1)) the extension in the second line of (6.47),
then such a diagram proves that ē = M(ê). So we have proved that for every η ∈M3([µ], [ν])

there exists ê ∈ Ext1((Q4,W4), (Q1,W1)) such that η = F ◦M(ê). So this proves that

M3([µ], [ν]) = M ′3([µ], [ν]). (6.48)

The space M2([µ], [ν]). We need to compute dim M2([µ], [ν]). In order to do that, we �x
the following notation:

dim Ext1((Q4,W4), (E2, V2)) := d, dim Ext1((E′′, V ′′), (Q1,W1)) := e,

dim Ext1((Q4,W4), (Q1,W1)) := f.

We have already proved that the maps A and F and M are injective, so dim Im(A) = d,
dim Im(F ) = e. Moreover, using the hypotheses together with (6.38) we get that also M is
injective. Therefore, dim M3([µ], [ν]) = dim Im(F ◦M) = f . Then we get:

dim M2([µ], [ν]) = d+ e− f. (6.49)

For the moment we have proved that for all triples (µ, ν, η) as before with µ, ν 6= 0 and
η ∈ M([µ], [ν]) = M1([µ], [ν]) r M2([µ], [ν]), we have that the induced (E, V ) has unique
αc-Jordan-Hölder �ltration and graded ⊕4

i=1(Qi,Wi). The set parametrizing all the (E2, V2)'s
is given by P(Ext1((Q2,W2), (Q1,W1))); analogously, the set parametrizing all the (E′′, V ′′)'s
is given by P(Ext1((Q4,W4), (Q3,W3))). Moreover, for every (E2, V2) and (E′′, V ′′) in those 2
spaces, we have that Aut(E′′, V ′′) = C∗ and Aut(E2, V2) = C×C∗. Moreover, we have proved
in (6.44) that Hom((E′′, V ′′), (E2, V2)) = 0.

So we have an induced action of C× C∗ on M1([µ], [ν]) as follows

C× C∗ ×M1([µ], [ν]) → M1([µ], [ν])

(ξ, τ, η) 7→ η(ξ, τ),

where η(ξ, τ) has a representative of the form
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0→ (E2, V2)
ι(ξ,τ)−→ (E, V )

λ−→ (E′′, V ′′)→ 0,

where ι(ξ, τ) := ι ◦ (ξ · σ ◦ κ+ τ · id(E2,V2)). Now we want to prove that M2([µ], [ν]) is sent to
itself by such an action. So let us suppose that η ∈M2([µ], [ν]) with representative (6.32); by
de�nition ofM2([µ], [ν]) we have D◦B(η) = 0, i.e. we have a commutative diagram with exact
rows (obtained by (6.40), (6.42) and (6.43)) and such that the last line is split, as follows.

0 (E2, V2) (E, V ) (E′′, V ′′) 0

y y

0 (E2, V2) (E3, V3) (Q3,W3) 0

y y

0 (Q2,W2) (E3, V3)/(Q1,W1) (Q3,W3) 0.

κ

α

λι

ε

ζ

κ′

ε′

β

θ

(6.50)

Now let us �x any pair (ξ, τ) ∈ C×C∗ and let us set α(ξ, τ) := α ◦ (ξ ·σ ◦κ+ τ · id(E2,V2)).
Then we have:

ι(ξ, τ) = ε′ ◦ α(ξ, τ), κ′ ◦ α(ξ, τ) = τ · θ ◦ κ.

Then we get a commutative diagram with exact rows

0 (E2, V2) (E, V ) (E′′, V ′′) 0

y y

0 (E2, V2) (E3, V3) (Q3,W3) 0

y y

0 (Q2,W2) (E3, V3)/(Q1,W1) (Q3,W3) 0.

κ

α(ξ,τ)

λι(ξ,τ)

ε

ζ

κ′

ε′

β

τ ·θ
(6.51)

The last line is a representative of D ◦ B(η(ξ, τ)). Since the last line of (6.50) is split,
then we get that also the last line of (6.51) is split. So we get that η(ξ, τ) ∈ M2([µ], [ν]). So
we have that C× C∗ acts on M([µ], [ν]) := M1([µ], [ν]) rM2([µ], [ν]). Moreover, we can also
prove easily that (C× C∗)(Im(F )) ⊂ Im(F ) ⊂ M2([µ], [ν]). Therefore, such a group acts also
on the subsets
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M ′ := M1([µ], [ν]) r Im(F ), M ′′ := M2([µ], [ν]) r Im(F ).

By construction we have:

M([µ], [ν]) = M1([µ], [ν]) rM2([µ], [ν]) = M ′ rM ′′.

Now let us consider the exact sequence (6.35). We have already proved in (6.46) that
Hom((E′′, V ′′), (Q2,W2)) = 0. Moreover, by hypothesis

Ext2((E′′, V ′′), (Q1,W1)) = 0.

Since (Q1,W1) ' (Q2,W2), we get a short exact sequence

0→ Ext1((E′′, V ′′), (Q1,W1))
F→

F→ Ext1((E′′, V ′′), (E2, V2))→ Ext1((E′′, V ′′), (Q1,W1))→ 0.

So we have a (non-canonical) isomorphism

M ′ = M1([µ], [ν]) r Im(F ) '

' Ext1((E′′, V ′′), (Q1,W1))× (Ext1((E′′, V ′′), (Q1,W1)) r {0}).

Under this isomorphism the action of C×C∗ on M ′ is given for every pair of scalars (ξ, τ)

and for every (η1, η2) ∈ M ′ as: (ξ, τ) · (η1, η2) = (τ · η1 + ξ · η2, τ · η2). Now if we write
c := dim M1([µ], [ν]), we get:

M ′ ' Cc rCe = Ce × (Cc−e r {0}),

M ′′ ' Cd+e−f rCe = Ce × (Cd−f r {0}).

Then:

M([µ], [ν]) := M([µ], [ν])/(C× C∗) = (M ′ rM ′′)/(C× C∗) =

= (Ce−1 × Pc−e−1) r (Ce−1 × Pd−f−1).

So we conclude.

Proposition 6.2.2. Let us �x any triple (n, d, k), a critical value αc for it and any quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (6.24), respec-

tively (6.25), are satis�ed. Moreover, let us suppose that (n1, k1) = (n2, k2). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), that have

unique αc-Jordan-Hölder �ltration at αc and graded given by ⊕4
i=1(Qi,Wi), such that

(Q1,W1) ' (Q2,W2) 6' (Q3,W3), (Q4,W4) 6' (Qi,Wi) ∀ i = 1, 3,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2
(
(E′′, V ′′), (Q1,W1)

)
,
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where (E′′, V ′′) is any non-split extension of (Q4,W4) by (Q3,W3). Then there exists a �-

nite family {Ra,b,c,d,e,f ;i,j,l} of schemes for (a, b, c, d, e, f) in N6, and i, j, l varying in �nite

sets (for a, b, c, d, e, f �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every scheme Ra,b,c,d,e,f ;i,j,l comes with a triple of morphisms

ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f :i,j,l ⊂ Ra;i ×Rb;j ,
ϕa;i : Ra;i −→ Ua;i ⊂ G1 = G2,

ϕb;j : Rb;j −→ U b;j ⊂ G3 ×G4

where:

� ϕa,b,c,d,e,f ;i,j,l has �bers isomorphic to Ce−1×(Pc−e−1rPd−f−1), ϕa;i has �bers isomorphic

to Pa−1 and ϕb;j has �bers isomorphic to Pb−1;

� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {(Q1,W1) ∈ G1 s.t. dim Ext1((Q1,W1), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 and so are all the Ua;i's;

� {U b;j}j is a �nite disjoint locally closed covering of

U b := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = b};

every U b is a locally closed subscheme of G3 ×G4 and so are all the U b;j's;

� {Ua,b,c,d,e,f ;i,j,l}l is a �nite disjoint locally closed covering of

Ua,b,c,d,e,f ;i,j := {((E2, V2), (E′′, V ′′)) ∈ Ra;i ×Rb;j s.t. dim Ext1((E′′, V ′′), (E2, V2)) = c,

dim Ext1(ϕ̃b;j(E′′, V ′′), (E2, V2)) = d, dim Ext1((E′′, V ′′), ϕa;i(E2, V2)) = e,

dim Ext1(ϕ̃b;j(E′′, V ′′), ϕa;i(E2, V2)) = f, ϕa;i(E2, V2) 6' ϕb;j(E′′, V ′′)}, (6.52)

where ϕ̃b;j is the composition of ϕb;j with the projection to G4 and ϕb;j is the composition

of ϕb;j with the projection to G3. Every Ua,b,c,d,e,f ;i,j is locally closed in Ra;i ×Rb;j and
so are all the Ua,b,c,d,e,f ;i,j,l's. The last condition of (6.52) can be omitted if (n1, k1) =

(n2, k2) 6= (n3, k3); it is necessary if (n1, k1) = (n2, k2) = (n3, k3).

Proof. Let us �x any sequence (a, b, c, d, e, f) ∈ N6 and let us denote by (Q̂i, Ŵi) the local uni-
versal families over the various Quot schemes Ĝi's for i = 1, · · · , 4. Since (n1, k1) = (n2, k2),
then d1 = d2 and Ĝ1 = Ĝ2, so in particular, (Q̂1, Ŵ1) = (Q̂2, Ŵ2).
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Let us consider the scheme Ĝ3 × Ĝ4 and let us denote by p̂3 and p̂4 the projections from
such a scheme to its factors. Having �xed b, let us consider the locally closed subscheme of
Ĝ3 × Ĝ4 de�ned as:

Û b := {t ∈ Ĝ3 × Ĝ4 s.t. dim Ext1((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, ((p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = b}.

By hypothesis for each t ∈ Ĝ3 × Ĝ4 we have:

Hom((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = 0.

So we can apply the usual results on families of classes of extensions and we get that there
is a �nite disjoint covering {Û b;j}j of Û b by locally closed subschemes; for every j there is a
locally free sheaf on Û b;j

Ĥb;j := Ext1π
Ûb;j

(
(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′3, p̂3)∗(Q̂3, Ŵ3)

)∨
and a projective bundle

ϕ̂b;j : R̂b;j := P(Ĥb;j) −→ Û b;j ⊂ Ĝ3 × Ĝ4

with �bers isomorphic to Pb−1. By abuse of notation, we denote by ϕ̂b;j also the composition
R̂b;j → Ĝ3× Ĝ4. Moreover, there exists a family (Êb;j , V̂b;j) parametrized by R̂b;j and a family
of classes of non-split extensions parametrized by R̂b;j :

0→ (ϕ̂
′b;j , ϕ̂b;j)∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂b;j OR̂b;j (1)

εb;j−→ (6.53)

εb;j−→ (Êb;j , V̂b;j) δb;j−→ (ϕ̂
′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)→ 0.

Such an extension is universal in the sense of corollary 4.4.4. Now let us pass to the scheme
Ĝ1 = Ĝ2. Since the objects of this scheme are αc-stable, we get that for each point t ∈ Ĝ1 we
have

dim Hom((Q̂1, Ŵ1)t, (Q̂1, Ŵ1)t) = 1.

Let us apply proposition 4.6.2 on Ĝ1 with the two families of coherent systems both
coinciding with (Q̂1, Ŵ1). Then we get that the set

Ûa := {t ∈ Ĝ1 s.t. dim Ext1((Q̂1, Ŵ1)t, (Q̂1, Ŵ1)t) = a}

is a locally closed subscheme of Ĝ1 and there exists a �nite disjoint covering of Ûa by locally
closed subschemes Ûa;i; on each Ûa;i there is a locally free sheaf

Ĥa;i := Ext1πÛa;i

(
(Q̂1, Ŵ1), (Q̂1, Ŵ1)

)∨
and a projective bundle
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ϕ̂a;i : R̂a;i := P(Ĥa;i) −→ Ûa;i ⊂ Ĝ1

with �bers isomorphic to Pa−1. By abuse of notation we denote by ϕ̂a;i also the composi-
tion R̂a;i → Ĝ1. Moreover, there is a family of classes of extensions {er}r∈R̂a;i over R̂a;i of

(ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1) by (ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1) ⊗R̂a;i OR̂a;i(1). Such a family of extensions is

universal on the category of reduced Ûa;i-schemes. Now by de�nition of family of classes of
extensions, for each i there is an open covering {R̂ka;i}k∈K of R̂a;i together with a family of
classes of non-split extensions:

0→ ((ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;iOR̂a;i(1))|R̂ka;i

σka;i−→ (Êka;i, V̂ka;i)
κka;i−→ (ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)|R̂ka;i → 0

(6.54)
over R̂ka;i such that er is the restriction of (6.54) for each r ∈ R̂a;i. Since R̂ka;i is noetherian,
then we can assume that K is a �nite set and we denote its elements by {k1 < · · · < kr}.
Then for each set k• = {k′1 < · · · < k′s} ⊂ K we de�ne the locally closed subscheme

R̂k•a;i := (R̂
k′1
a;i ∩ · · · ∩ R̂

k′s
a;i) r (R̂

k′s+1

a;i ∪ · · · ∪ R̂
k′r
a;i) ⊂ R̂a;i,

where {k′s+1 < · · · < k′r} is the complement of k• in K. Since K is �nite, we get that these
schemes form a �nite locally closed disjoint covering of R̂a;i. For each k• we consider the

embedding of R̂k•a;i in R̂
k′1
a;i and we pullback (6.54) (for k = k′1) via that morphism. So for each

k• we get a family of non-split extensions:

0→ ((ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;iOR̂a;i(1))|

R̂k•a;i

σk•a;i−→ (Êk•a;i, V̂
k•
a;i)

κk•a;i−→ (ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)|

R̂k•a;i
→ 0

(6.55)
over R̂k•a;i. Now for every choice of indices (a, b; i, j, k•) we consider the scheme T := R̂k•a;i× R̂b;j

together with the projections p̂12 and p̂34 to the 2 factors. Then we de�ne Ûk•a,b,c,d,e,f ;i;j as the
subscheme of T described by

{t ∈ T s.t. dim Ext1((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(Êk•a;i, V̂
k•
a;i)t) = c,

dim Ext1((p̂′34, p̂34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
12, p̂12)∗(Êk•a;i, V̂

k•
a;i)t) = d,

dim Ext1((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)t) = e,

dim Ext1((p′34, p34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p′4, p4)∗(Q̂4, Ŵ4)t, (p

′
12, p12)∗(ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)t) = f,

Hom((p′34, p34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p′3, p3)∗(Q̂3, Ŵ3)t, (p

′
12, p12)∗(ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)t) = 0}.

By proposition 1.0.5, this is a locally closed subscheme of R̂k•a;i× R̂b;j . By construction, we

have that each R̂k•a;i is locally closed in R̂a;i, so each Û
k•
a,b,c,d,e,f ;i,j is locally closed in R̂a;i× R̂b;j .

Then let us consider the scheme Ûa,b,c,d,e,f ;i,j de�ned as the subscheme of R̂a;i × R̂b;j covered
by all the schemes of the form Ûk•a,b,c,d,e,f ;i,j . This is a disjoint covering of such a scheme by
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locally closed subschemes of R̂a;i× R̂b;j . Therefore, this gives a disjoint locally closed covering
of Ûa,b,c,d,e,f ;i,j .

By construction, for each t ∈ Ûk•a,b,c,d,e,f ;i,j , we have that the coherent systems (p̂′12, p̂12)∗(Êk•a;i,

V̂k•a;i)t and (p̂′34, p̂34)∗(Êb,j , V̂b;j)t are both αc-semistable. Moreover the numerical conditions
we are considering and the condition that both (6.55) and (6.53) are non-split over each �ber
prove that:

Hom((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(Êk•a;i, V̂
k•
a;i)t) = 0

for all t ∈ Ûk•a,b,c,d,e,f ;i,j (see (6.44)). Moreover, by construction

dim Ext1((p′34, p34)∗(Ê ′b;j , V̂ ′b;j)t, (p′12, p12)∗(Êk•a;i, V̂
k•
a;i)t)

is constant on Ûk•a,b,c,d,e,f ;i,j . Then we can apply proposition 4.6.3 for such a scheme and we

get that there is a �nite disjoint locally closed covering {Ûk•,l1a,b,c,d,e,f ;i,j}l1 of Ûk•a,b,c,d,e,f ;i,j . For
each l1 there is a locally free sheaf on the corresponding scheme:

Ĥk•,l1a,b,c,d,e,f ;i,j := Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(Êk•a;i, V̂

k•
a;i)
)∨

and a vector bundle

ϕ̂k•,l1a,b,c,d,e,f ;i,j : V̂ k•,l1
a,b,c,d,e,f ;i,j := V(Ĥk•,l1a,b,c,d,e,f ;i,j) −→ Ûk•,l1a,b,c,d,e,f ;i,j

together with a family (Êk•,l1a,b,c,d,e,f ;i,j , V̂
k•,l1
a,b,c,d,e,f ;i,j) parametrized by V̂ k•,l1

a,b,c,d,e,f ;i,j . Moreover,
there is a universal extension over that scheme given by:

0→ (ϕ̂
′k•,l1
a,b,c,d,e,f ;i,j , ϕ̂

k•,l1
a,b,c,d,e,f ;i,j)

∗(p̂′12, p̂12)∗(Êk•a;i, V̂
k•
a;i)

ι
k•,l1
a,b,c,d,e,f ;i,j−→

ι
k•,l1
a,b,c,d,e,f ;i,j−→ (Êk•,l1a,b,c,d,e,f ;i,j , V̂

k•,l1
a,b,c,d,e,f ;i,j)

λ
k•,l1
a,b,c,d,e,f ;i,j−→ (6.56)

λ
k•,l1
a,b,c,d,e,f ;i,j−→ (ϕ̂

′k•,l1
a,b,c,d,e,f ;i,j , ϕ̂

k•,l1
a,b,c,d,e,f ;i,j)

∗(p̂′34, p̂34)∗(Êb;j , V̂b;j)→ 0.

Now let us consider the pullback of the sequence (6.53) via the morphism Ûk•,l1a,b,c,d,e,f ;i,j ↪→

R̂a,i × R̂b;j
p̂34→ R̂b;j (we denote again by p̂34 this morphism) and let us apply to the new exact

sequence the functor

Homπ
Û
k•,l1
a,b,c,d,e,f ;i,j

(
−, (p̂′12, p̂12)∗(Êk•a;i, V̂

k•
a;i)
)
.

Then we get a long exact sequence:

Homπ
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(ϕ̂

′b;j , ϕ̂b;j)∗(p̂′3, p̂3)∗((Q̂3, Ŵ3)⊗R̂b;jOR̂b;j (1)), (p̂′12, p̂12)∗(Êk•a;i, V̂
k•
a;i)
)
→
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→ Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(ϕ̂

′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′12, p̂12)∗(Êk•a;i, V̂
k•
a;i)
)

A−→

A−→ Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p′34, p34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(Êk•a;i, V̂

k•
a;i)
)
→ · · ·

Let us consider the �rst sheaf in that exact sequence. As we said in the previous lemma
(identity (6.45)), for each pair ((Q3,W3), (E2, V2)) we get that Hom((Q3,W3), (E2, V2)) = 0.
Then by base change and if necessary by restricting to a subcovering of Ûk•,l1a,b,c,d,e,f ;i,j the �rst
sheaf is zero. Moreover, the second sheaf of the previous sequence is locally free if restricted
to any such subscheme (this is because of the de�nition of Ûk•a,b,c,d,e,f ;i,j).

Analogously, let us consider the following long exact sequence obtained by applying the
functor

Homπ
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j),−

)
to the pullback of (6.55) from R̂k•a;i to Û

k•,l1
a,b,c,d,e,f ;i,j :

· · · → Homπ
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)

∗(Q̂1, Ŵ1)|
R̂k•a;i

)
→

→ Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j),

(p̂′12, p̂12)∗((ϕ̂a;i, ϕ̂a;i)
∗(Q̂1, Ŵ1)⊗R̂a;i OR̂a;i(1))|

R̂k•a;i

)
F−→

F−→ Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(Êk•a;i, V̂

k•
a;i)
)
.

Using base change together with (6.46) and the fact that (Q2,W2) ' (Q1,W1), we get that
the �rst sheaf is zero. Moreover, having �xed the invariant e, the second sheaf of this exact
sequence is locally free.

Let us denote by l any collection of indices (k•, l1). By construction l varies over a �nite set,
so we get a �nite disjoint locally closed covering {Ûa,b,c,d,e,f ;i,j,l}l of Ûa,b,c,d,e,f ;i,j . According
to this notation, we denote by V̂a,b,c,d,e,f ;i,j,l, (Êa,b,c,d,e,f ;i,j,l, V̂a,b,c,d,e,f ;i,j,l), etc. all the various
objects we have de�ned so far.

Moreover, by restricting to any subscheme Ûa,b,c,d,e,f ;i,j,l we can rewrite the previous 2 long
exact sequences as injective morphisms of vector bundles as follows:

0→ V̂ 1
a,b,c,d,e,f ;i,j,l

A−→ V̂a,b,c,d,e,f ;i,j,l

and

0→ V̂ 2
a,b,c,d,e,f ;i,j,l

F−→ V̂a,b,c,d,e,f ;i,j,l.
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According to the computations of the previous lemma, the induced morphism of vector
bundles

A+ F : V̂ 1
a,b,c,d,e,f ;i,j,l ⊕ V̂ 2

a,b,c,d,e,f ;i,j,l → V̂a,b,c,d,e,f ;i,j,l

has constant rank (equal to d+ e− f), so its image is a subvector bundle of V̂a,b,c,d,e,f ;i,j,l (see
for example, [LP2, proposition 1.7.2]). We denote such a vector bundle by V̂ ′a,b,c,d,e,f ;i,j,l.

Now we perform the same construction we did in the proof of proposition 6.1.4 in order
to get an action of C× C∗ on V̂a,b,c,d,e,f ;i,j,l; using lemma 6.2.1, such an action restricts to an
action of the same group on the scheme

Q̂a,b,c,d,e,f ;i,j,l := V̂a,b,c,d,e,f ;i,j,l r V̂ ′a,b,c,d,e,f ;i,j,l.

As in the already cited proposition we get that such an action is compatible with the
�bration to Ûa,b,c,d,e,f ;i,j,l. So it makes sense to consider the quotient

R̂a,b,c,d,e,f ;i,j,l := Q̂a,b,c,d,e,f ;i,j,l/(C× C∗)

and the induced �bration

ϕ̂a,b,c,d,e,f ;i,j,l : R̂a,b,c,d,e,f ;i,j,l −→ Ûa,b,c,d,e,f ;i,j,l.

The �bers of such a �bration are described as in lemma 6.2.1, so each �ber is isomor-
phic to Ce−1 × (Pc−e−1 r Pd−f−1). Now we recall that on Q̂a,b,c,d,e,f ;i,j,l we have a family
(Êa,b,c,d,e,f ;i,j,l, V̂a,b,c,d,e,f ;i,j,l) (given by restriction of the central term of (6.56)), such that if
we denote by q any point of Q̂a,b,c,d,e,f ;i,j,l and by (E, V ) the restriction of such a family to q,
then by lemma 6.2.1 we have a triple of exact sequences:

0→ (Q1,W1)→ (E2, V2)→ (Q1,W1)→ 0,

0→ (Q3,W3)→ (E′′, V ′′)→ (Q4,W4)→ 0,

0→ (E2, V2)→ (E, V )→ (E′′, V ′′)→ 0,

such that both the �rst 2 sequences and the induced sequence

0→ (Q2,W2)→ (E3, V3)/(Q1,W1)→ (Q3,W3)→ 0

are non-split. Then by lemma 6.2.1 (E, V ) has a unique αc-JHF. Now let us assume conditions
(6.24) (an analogous proof holds for conditions (6.25)). Then (E, V ) belongs to

G′ ⊂ G+(αc;n, d, k) ⊂ G(α+
c ;n, d, k).

Then by the universal property of the scheme G(α+
c ;n, d, k) we get that the previous family

induces a morphism

ω̂a,b,c,d,e,f ;i,j,l : Q̂a,b,c,d,e,f ;i,j,l −→ G(α+
c ;n, d, k).
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By lemma 6.2.1 we have that ω̂a,b,c,d,e,f ;i,j,l is invariant under the action of C × C∗, so it
induces a morphism

ωa,b,c,d,e,f ;i,j,l : R̂a,b,c,d,e,f ;i,j,l −→ G(α+
c ;n, d, k).

Finally, there are free actions as follows.

� PGL(N1) acts freely on Ĝ1, Ûa;i and R̂a;i; this induces a projective �bration

ϕa;i : Ra,i −→ Ua,i

with �bers isomorphic to Pa−1. The family {Ua;i}i is a �nite disjoint locally closed
covering of the subscheme Ua ⊂ G1 described in the claim of the proposition.

� PGL(N3) × PGL(N4) acts freely on Ĝ3 × Ĝ4, Û b;j and R̂b;j ; this induces a projective
�bration

ϕb;j : Rb,j −→ U b;j

with �bers isomorphic to Pb−1. The family {U b;j}j is a �nite disjoint locally closed
covering of the subscheme U b ⊂ G3 ×G4 described in the claim of the proposition.

� PGL(N1)×PGL(N3)×PGL(N4) acts freely on R̂a;i×R̂b;j , Ûa,b,c,d,e,f ;i,j,l and R̂a,b,c,d,e,f ;i,j,l;
this induces a �bration

ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f ;i,j,l

with �bers isomorphic to Ce−1×(Pc−e−1rPd−f−1). The family {Ua,b,c,d,e,f ;i,j,l}l is a �nite
disjoint locally closed covering of the subscheme Ua,b,c,d,e,f ;i,j ⊂ Ra;i ×Rb;j described in
the claim of the proposition.

The morphism ωa,b,c,d,e,f ;i,j,l is invariant under the action on R̂a,b,c,d,e,f ;i,j,l, so there is an
induced morphism

ωa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ G(α+
c ;n, d, k).

Such a morphism is injective (and has values in G′) because of the previous lemma, so we
conclude.

Lemma 6.2.3. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi and let us assume that

(Q1,W1) 6' (Q2,W2) 6' (Q3,W3), (Q4,W4) 6' (Qi,Wi) ∀ i = 1, 2, 3,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2
(
(E′′, V ′′), (Q1,W1)

)
,

where (E′′, V ′′) is any non-split extension of (Q4,W4) by (Q3,W3). Let us denote by µ any

class of a non-split extension of the form
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0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0 (6.57)

and by ν any class of a non-split extension of the form

0→ (Q3,W3)
ε−→ (E′′, V ′′)

δ−→ (Q4,W4)→ 0. (6.58)

Having �xed [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and [ν] ∈ P(Ext1((Q4,W4), (Q3,W3))), let

us consider the space M1([µ], [ν]) := Ext1((E′′, V ′′), (E2, V2)) and let us denote by M2([µ], [ν])

the image of the linear map A+F where A and F are the maps induced by (6.58) and (6.57)

respectively, as follows:

A : Ext1((Q4,W4), (E2, V2)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]),

F : Ext1((E′′, V ′′), (Q1,W1)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]).

Then the objects (E, V )'s with unique αc-Jordan-Hölder �ltration and graded ⊕4
i=1(Qi,Wi)

are parametrized by triples ([µ], [ν], [η]), where:

� [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and µ has a representative of the form (6.57);

� [ν] ∈ P(Ext1((Q4,W4), (Q3,W3))) and ν has a representative of the form (6.58);

� [η] ∈M([µ], [ν]) := P(M1([µ], [ν])) r P(M2([µ], [ν])).

Moreover, if we write:

c := dim M1([µ], [ν]), d := dim Ext1((Q4,W4), (E2, V2)),

e := dim Ext1((E′′, V ′′), (Q1,W1)), f := dim Ext1((Q4,W4), (Q1,W1)),

then dim M2([µ], [ν]) = d+ e− f and M([µ], [ν])) ' Pc−1 r Pd+e−f−1.

Proof. The proof is analogous to the proof of lemma 6.2.1. In this proof we need to consider
2 subcases as follows:

(a) Hom ((Q3,W3), (Q1,W1)) = 0;

(b) Hom ((Q3,W3), (Q1,W1)) = C.

Since (Q1,W1) and (Q3,W3) are both αc-stable of the same slope, these are the only 2

possibilities. Using the hypotheses of this lemma, these conditions can be restated as:

(a) (Q1,W1) 6' (Q2,W2) 6' (Q3,W3) and (Q1,W1) 6' (Q3,W3);

(b) (Q1,W1) ' (Q3,W3) 6' (Q2,W2).
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Then the proof is on the same line of the proof of lemma 6.2.1, so we just describe brie�y
the relevant changes. We consider the same 6 long exact sequences (6.33)-(6.38) of that lemma.
Exactly as in that lemma we get that the (E, V )'s we are interested in are those induced by
extensions η that belong to Ext1((E′′, V ′′), (E2, V2)) and not to the subspace

M2([µ], [ν]) := Im(A+ F )

and we get that

dim M2([µ], [ν]) = dim Im(A) + dim Im(F )− dim M3([µ], [ν])

where we denote by M3([µ], [ν]) the linear space Im(A) ∩ Im(F ) ⊂ M2([µ], [ν]). As in (6.44)
we get

Hom((E′′, V ′′), (E2, V2)) = 0. (6.59)

If we assume condition (a), then we have that (Q3,W3) 6' (Qi,Wi) for i = 1, 2, therefore

Hom((Q3,W3), (E2, V2)) = 0, (6.60)

so the map A is injective by (6.33). If we assume (b), then

Hom((Q3,W3), (E2, V2)) = C. (6.61)

So in case (b) if we use (6.33), (6.59) and (6.61) we get that Ker(A) = C. As in lemma
6.2.1 we have that F is injective and that the space M3([µ], [ν]) coincides with the image of
the linear map A+ F .

Now let us consider the map M : in case (a) using (6.38) we get that such a morphism is
injective. In case (b) we get that Hom((Q3,W3), (Q1,W1)) = C. Moreover,

Hom((E′′, V ′′), (Q1,W1)) = 0. (6.62)

Indeed, if we have a non-zero morphism in that set, by exactness of (6.58) we get a non-
zero morphism from (Q3,W3) to (Q1,W1) or from (Q4,W4) to (Q1,W1). In the �rst case we
will get a splitting of (6.58), while the second case will give an isomorphism from (Q4,W4) to
(Q1,W1). Both cases are impossible by hypothesis and construction, so the claim is proved.
Using (6.38) and (6.62) we get that in case (b) Ker(M) = C.

Then we need to compute dim M2([µ], [ν]). In order to do that, we �x the following
notation:

dim Ext1((Q4,W4), (E2, V2)) := d, dim Ext1((E′′, V ′′), (Q1,W1)) := e,

dim Ext1((Q4,W4), (Q1,W1)) := f.

Both in case (a) and (b) the map F is injective, so dim Im(F ) = e. Moreover,
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� in case (a) the map A is injective, so dim Im(A) = d. Moreover, also the map M is
injective and so is F ◦M . Since M3([µ], [ν]) coincides with the image of F ◦M , then
dim M3([µ], [ν]) = f ;

� in case (b) the kernel of A has dimension 1, so dim Im(A) = d− 1. Moreover, also the
kernel of M has dimension 1. Since F is injective, then also the kernel of F ◦M has
dimension 1. Then dim M3([µ], [ν]) = f − 1.

Then both in case (a) and in case (b) we get

dim M2([µ], [ν]) = d+ e− f = (d− 1) + e− (f − 1) (6.63)

The set parametrizing all the (E2, V2)'s is given by P((Q2,W2), (Q1,W1)) and analogously,
the set parametrizing all the (E′′, V ′′)'s is given by P((Q4,W4), (Q3,W3)). Moreover, for every
(E2, V2) and (E′′, V ′′) we have Aut(E2, V2) = Aut(E′′, V ′′) = C∗. Moreover, we have proved
in (6.44) that

Hom((E′′, V ′′), (E2, V2)) = 0.

So the induced action on M1([µ], [ν]) and on M1([µ], [ν]) rM2([µ], [ν]) is given by multi-
plication of scalars in C∗. So having �xed any pair of points

([µ], [ν]) ∈ P(Ext1((Q2,W2), (Q1,W1))× P(Ext1((Q4,W4), (Q3,W3)),

we get that the (E, V )'s with unique αc-Jordan-Hölder �ltration are parametrized by

P(M1([µ], [ν])) r P(M2([µ], [ν])).

Proposition 6.2.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadru-

ple (ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (6.24), re-

spectively (6.25), are satis�ed and that for every quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi we

have (Qi,Wi) 6' (Q4,W4) for i = 1, 2, 3. Let us denote by G′ the set of all the (E, V )'s

in G+(αc;n, d, k), respectively in G−(αc;n, d, k), that have unique αc-Jordan-Hölder �ltration

and graded at αc in
∏4
i=1Gi and such that

(Q1,W1) 6' (Q2,W2) 6' (Q3,W3), Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2
(
(E′′, V ′′), (Q1,W1)

)
,

where (E′′, V ′′) is any non-split extension of (Q4,W4) by (Q3,W3). Then there exists a �-

nite family {Ra,b,c,d,e,f ;i,j,l} of schemes for (a, b, c, d, e, f) ∈ N6, and i, j, l varying in �nite

sets (for a, b, c, d, e, f �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every scheme Ra,b,c,d,e,f ;i,j,l comes with a triple of morphisms
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ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f :i,j,l ⊂ Ra;i ×Rb;j ,
ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

ϕb;j : Rb;j −→ U b;j ⊂ G3 ×G4,

where:

� ϕa,b,c,d,e,f ;i,j,l has �bers isomorphic to Pc−1 r Pd+e−f−1, ϕa;i has �bers isomorphic to

Pa−1 and ϕb;j has �bers isomorphic to Pb−1;

� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t.

dim Ext1((Q2,W2), (Q1,W1)) = a, Hom((Q2,W2), (Q1,W1)) = 0};

every Ua is a locally closed subscheme of G1 × G2 and so are all the Ua;i's. The last

condition on Ua can be dropped if (n1, k1) 6= (n2, k2), otherwise it is necessary;

� {U b;j}j is a �nite disjoint locally closed covering of

U b := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = b};

every U b is a locally closed subscheme of G3 ×G4 and so are all the U b;j's;

� {Ua,b,c,d,e,f ;i,j,l}l is a �nite disjoint locally closed covering of

Ua,b,c,d,e,f ;i,j := {((E2, V2), (E′′, V ′′)) ∈ Ra;i ×Rb;j s.t. dim Ext1((E′′, V ′′), (E2, V2)) = c,

dim Ext1(ϕ̃b;j(E′′, V ′′), (E2, V2)) = d, dim Ext1((E′′, V ′′), ϕ̃a;i(E2, V2)) = e,

dim Ext1(ϕ̃b;j(E′′, V ′′), ϕ̃a;i(E2, V2)) = f, Hom(ϕb;j(E′′, V ′′), ϕa;i(E2, V2)) = 0},

where:

� ϕ̃a;i is the composition of ϕa;i with the projection to G1;

� ϕa;i is the composition of ϕa;i with the projection to G2;

� ϕb;j is the composition of ϕb;j with the projection to G3;

� ϕ̃b;j is the composition of ϕb;j with the projection to G4.

Every Ua,b,c,d,e,f ;i,j is locally closed in Ra;i × Rb;j and so are all the Ua,b,c,d,e,f ;i,j,l's.

The last condition on Ua,b,c,d,e,f ;i,j can be dropped if (n1, k1) 6= (n2, k2), otherwise it is

necessary.
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Proof. Let us �x any sequence (a, b, c, d, e, f) ∈ N6 and let us denote by (Q̂i, Ŵi) the universal
families over the various Quot schemes Ĝi for i = 1, · · · , 4. Let us consider the scheme Ĝ3×Ĝ4

and let us denote by p̂3 and p̂4 the projections from such a scheme to its factors. Having �xed
b, let us consider the locally closed subscheme of Ĝ3 × Ĝ4 de�ned as:

Û b := {t ∈ Ĝ3 × Ĝ4 s.t. dim Ext1((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, ((p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = b}.

By hypothesis for each t ∈ Ĝ3 × Ĝ4 we have:

Hom((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = 0.

So we can apply corollary 4.3.3 and we get that there is a �nite disjoint covering {Û b;j}j
of Û b by locally closed subschemes; for every j there is a locally free sheaf on Û b;j

Ĥb;j := Ext1π
Ûb;j

((p̂′4, p̂4)∗(Q̂4, Ŵ4)|Ûb;j , (p
′
3, p3)∗(Q̂3, Ŵ3)|Ûb;j )

∨

and a projective bundle

ϕ̂b;j : R̂b;j := P(Ĥb;j) −→ Û b;j ⊂ Ĝ3 × Ĝ4

with �bers isomorphic to Pb−1. By abuse of notation, we denote by ϕ̂b;j also the composition
R̂b;j → Ĝ3 × Ĝ4. Moreover, there exists a family (Êb;j , V̂b;j) parametrized by R̂b;j and a
universal family of classes of non-split extensions over that scheme:

0→ (ϕ̂
′b;j , ϕ̂b;j)∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂b;j OR̂b;j (1)

εb;j−→ (6.64)

εb;j−→ (Êb;j , V̂b;j) δb;j−→ (ϕ̂
′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)→ 0.

Now let us pass to the scheme Ĝ1 × Ĝ2 and let us denote by p̂1, p̂2 the projections to the
2 factors. The set

Ûa := {t ∈ Ĝ1 × Ĝ2 s.t. dim Ext1((p̂′2, p̂2)∗(Q̂2, Ŵ2)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t) = a,

Hom((p̂′2, p̂2)∗(Q̂2, Ŵ2)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t) = 0}

is a locally closed subscheme of Ĝ1 × Ĝ2. By corollary 4.3.3 there exists a �nite disjoint
covering of Ûa by locally closed subschemes Ûa;i; on each Ûa;i there is a locally free sheaf

Ĥa;i := Ext1πÛa;i
((Q̂2, Ŵ2), (Q̂1, Ŵ1))∨

and a projective bundle

ϕ̂a;i : R̂a;i := P(Ĥa;i) −→ Ûa;i ⊂ Ĝ1 × Ĝ2
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with �bers isomorphic to Pa−1. By abuse of notation we denote by ϕ̂a;i also the composition
R̂a;i → Ĝ1 × Ĝ2. Moreover, there exists a family (Êa;i, V̂a;i) parametrized by R̂a;i and a
universal family of non-split extensions over that scheme:

0→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)⊗R̂a;i OR̂a;i(1)

σa;i−→ (6.65)
σa;i−→ (Êa;i, V̂a;i)

κa;i−→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′2, p̂2)∗(Q̂2, Ŵ2)→ 0.

Now for every choice of indices (i, j) we consider the scheme T := R̂a;i× R̂b;j together with
the projections p̂12 and p̂34 to the 2 factors. Then we de�ne Ûa,b,c,d,e,f ;i;j as the subscheme of
T :

{t ∈ T s.t. dim Ext1((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(Êa;i, V̂a;i)t) = c,

dim Ext1((p̂′34, p̂34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
12, p̂12)∗(Êa;i, V̂a;i)t) = d,

dim Ext1((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)t) = e,

dim Ext1((p̂′34, p̂34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t,

(p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p′1, p1)∗(Q̂1, Ŵ1)t) = f

Hom((p̂′34, p̂34)∗(ϕ̂
′b;j , ϕ̂b;j)∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)t,

(p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p′2, p2)∗(Q̂2, Ŵ2)t) = 0}.

By proposition 1.0.5, this is a locally closed subscheme of R̂a;i× R̂b;j . By construction, for
each t ∈ Ûa,b,c,d,e,f ;i,j , we have that both (p̂′12, p̂12)∗(Êa;i, V̂a;i)t and (p̂′34, p̂34)∗(Êb,j , V̂b;j)t are
αc-semistable. As in (6.44), we have:

Hom((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(Êa;i, V̂a;i)t) = 0

for all t ∈ Ûa,b,c,d,e,f ;i,j . Moreover, by construction

dim Ext1((p̂′34, p̂34)∗(Êb;j , V̂b;j)t, (p̂′12, p̂12)∗(Êa;i, V̂a;i)t) = c

is constant on Ûa,b,c,d,e,f ;i,j . Then we can apply proposition 4.6.3 for such a scheme and we
get that there is a �nite disjoint locally closed covering {Û l1a,b,c,d,e,f ;i,j}l1 of Ûa,b,c,d,e,f ;i,j . For
each l1 there is a locally free sheaf on the corresponding scheme:

Ĥl1a,b,c,d,e,f ;i,j := Ext1π
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(Êa;i, V̂a;i)

)∨
and a vector bundle of rank c:

ϕ̂l1a,b,c,d,e,f ;i,j : V̂ l1
a,b,c,d,e,f ;i,j := V(Ĥl1a,b,c,d,e,f ;i,j) −→ Û l1a,b,c,d,e,f ;i,j

together with a family (Ê l1a,b,c,d,e,f ;i,j , V̂
l1
a,b,c,d,e,f ;i,j) parametrized by V̂ l1

a,b,c,d,e,f ;i,j . Moreover,
there is a universal family of extensions over that scheme given by:
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0→ (ϕ̂
′l1
a,b,c,d,e,f ;i,j , ϕ̂

l1
a,b,c,d,e,f ;i,j)

∗(p̂′12, p̂12)∗(Êa;i, V̂a;i)
ι
l1
a,b,c,d,e,f ;i,j−→

ι
l1
a,b,c,d,e,f ;i,j−→ (Ê l1a,b,c,d,e,f ;i,j , V̂

l1
a,b,c,d,e,f ;i,j)

λ
l1
a,b,c,d,e,f ;i,j−→ (6.66)

λ
l1
a,b,c,d,e,f ;i,j−→ (ϕ̂

′l1
a,b,c,d,e,f ;i,j , ϕ̂

l1
a,b,c,d,e,f ;i,j)

∗(p̂′34, p̂34)∗(Êb;j , V̂b;j)→ 0.

Now let us consider the pullback of the sequence (6.64) via the morphism Û l1a,b,c,d,e,f ;i,j ↪→

R̂a;i × R̂b;j
p̂34→ R̂b;j (we denote again by p̂34 this morphism) and let us apply to the new exact

sequence the functor

Homπ
Û
l1
a,b,c,d,e,f ;i,j

(
−, (p̂′12, p̂12)∗(Êa;i, V̂a;i)

)
.

Then we get a long exact sequence:

Homπ
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(ϕ̂

′b;j , ϕ̂b;j)∗(p̂′3, p̂3)∗((Q̂3, Ŵ3)⊗R̂b;jOR̂b;j (1)), (p̂′12, p̂12)∗(Êa;i, V̂a;i)
)
→

→ Ext1π
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(ϕ̂

′b;j , ϕ̂b;j)∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′12, p̂12)∗(Êa;i, V̂a;i)
)

A−→

A−→ Ext1π
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗((Êb;j , V̂b;j), (p̂′12, p̂12)∗(Êa;i, V̂a;i)

)
→ · · ·

Let us consider the �rst sheaf in that exact sequence. If we use (6.60) and (6.61)), for each
pair ((Q3,W3), (E2, V2)) we get that either Hom((Q3,W3), (E2, V2)) = 0 or dim Hom((Q3,W3),

(E2, V2)) = 1, according to the relation between (Q1,W1) and (Q3,W3). Then there exists a
disjoint covering of Û l1a,b,c,d,e,f ;i,j by locally closed subschemes indexed by l2 ∈ {0, 1}, so that
the sheaf we are considering is locally free if restricted to any such subscheme. In particular,
it is the zero sheaf for l2 = 0 and it is a line bundle if l2 = 1. Moreover, by de�nition of
Ûa,b,c,d,e,f ;i,j also the second sheaf of the previous sequence is locally free if restricted to any
such subscheme.

Analogously, let us consider the following long exact sequence obtained by applying the
functor

Homπ
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j),−

)
to the pullback of (6.65) via the morphism Û l1a,b,c,d,e,f ;i,j ↪→ R̂a;i × R̂b;j

p̂12→ R̂a;i.

· · · → Homπ
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j), (p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′2, p̂2)∗(Q̂2, Ŵ2)
)
→

→ Ext1π
Û
l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb;j , V̂b;j),
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(p̂′12, p̂12)∗(ϕ̂a;i, ϕ̂a;i)
∗(p̂′1, p̂1)∗((Q̂1, Ŵ1)⊗R̂a;i OR̂a;i(1))

)
F−→

F−→ Ext1π
Û
k•,l1
a,b,c,d,e,f ;i,j

(
(p̂′34, p̂34)∗(Êb,j , V̂b;j), (p̂′12, p̂12)∗(Êa;i, V̂a;i))→ · · ·

Using base change together with (6.46), we get that the �rst sheaf is zero. Moreover,
having �xed the invariant e, the second sheaf of this exact sequence is locally free of rank e.

Let us denote by l any collection of indices (l1, l2). By construction l varies over a �nite set,
so we get a �nite disjoint locally closed covering {Ûa,b,c,d,e,f ;i,j,l}l of Ûa,b,c,d,e,f ;i,j . According
to this notation, we denote by V̂a,b,c,d,e,f ;i,j,l, (Êa,b,c,d,e,f ;i,j,l, V̂a,b,c,d,e,f ;i,j,l), etc. all the various
objects we have de�ned so far.

Moreover, by restricting to any subscheme Ûa,b,c,d,e,f ;i,j,l, we rewrite the previous 2 exact
sequences as sequences of morphisms of vector bundles as follows:

0→ V̂ 3
a,b,c,d,e,f ;i,j,l −→ V̂ 1

a,b,c,d,e,f ;i,j,l
A−→ V̂a,b,c,d,e,f ;i,j,l

and

0→ V̂ 2
a,b,c,d,e,f ;i,j,l

F−→ V̂a,b,c,d,e,f ;i,j,l.

If l = (l1, l2, l3, l4, l5) is such that l2 = 0, then V 3
a,b,c,d,e,f ;i,j,l = 0, so we get that A

is injective; if l2 = 1, then Ker(A) = V 3
a,b,c,d,e,f ;i,j,l is a line bundle. In both cases, the

computations of lemma 6.2.3 prove that the induced morphism of vector bundles

A+ F : V̂ 1
a,b,c,d,e,f ;i,j,l ⊕ V̂ 2

a,b,c,d,e,f ;i,j,l −→ V̂a,b,c,d,e,f ;i,j,l

has constant rank (equal to d+ e− f), so its image is a subvector bundle of V̂a,b,c,d,e,f ;i,j,l (see
for example, [LP2, proposition 1.7.2]). We denote such a vector bundle by V̂ ′a,b,c,d,e,f ;i,j,l and
we write

Q̂a,b,c,d,e,f ;i,j,l := V̂a,b,c,d,e,f ;i,j,l r V̂ ′a,b,c,d,e,f ;i,j,l

Then we get an obvious action of C∗ on both V̂a,b,c,d,e,f ;i,j,l and V̂ ′a,b,c,d,e,f ;i,j,l. Such an

action is compatible with the �bration to Ûa,b,c,d,e,f ;i,j,l. So it makes sense to consider the
quotient

R̂a,b,c,d,e,f ;i,j,l := Q̂a,b,c,d,e,f ;i,j,l/C∗

and the induced �bration

ϕ̂a,b,c,d,e,f ;i,j,l : R̂a,b,c,d,e,f ;i,j,l −→ Ûa,b,c,d,e,f ;i,j,l.

The �bers of such a �bration are described in lemma 6.2.3, so each �ber is isomorphic to
Pc−1rPd+e−f−1. Now we recall that on Q̂a,b,c,d,e,f ;i,j we have a family (Êa,b,c,d,e,f ;i,j,l, V̂a,b,c,d,e,f ;i,j,l)

(given by restriction of the central term of (6.66)) such that if we denote by q any point of
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Q̂a,b,c,d,e,f ;i,j,l and by (E, V ) the restriction of such a family to q, then we have a triple of exact
sequences:

0→ (Q1,W1)→ (E2, V2)→ (Q1,W1)→ 0,

0→ (Q3,W3)→ (E′′, V ′′)→ (Q4,W4)→ 0,

0→ (E2, V2)→ (E, V )→ (E′′, V ′′)→ 0

such that both the �rst 2 sequences and the induced sequence

0→ (Q2,W2)→ (E3, V3)/(Q1,W1)→ (Q3,W3)→ 0

are non-split. Then by lemma 6.2.3 we have that (E, V ) has a unique αc-JHF. Now let us
assume conditions (6.24) (an analogous proof holds for conditions (6.25)). Then (E, V ) belongs
to

G′ ⊂ G+(αc;n, d, k) ⊂ G(α+
c ;n, d, k).

Then by the universal property of the scheme G(α+
c ;n, d, k) we get that the previous family

induces a morphism

ω̂a,b,c,d,e,f ;i,j,l : Q̂a,b,c,d,e,f ;i,j,l → G(α+
c ;n, d, k).

By construction, we have that ω̂a,b,c,d,e,f ;i,j,l is invariant under the action of C∗, so it induces
a morphism

ωa,b,c,d,e,f ;i,j,l : R̂a,b,c,d,e,f ;i,j,l → G(α+
c ;n, d, k).

Finally, there are free actions as follows.

� PGL(N1)×PGL(N2) acts on Ĝ1× Ĝ2, Ûa;i and R̂a;i; this induces a projective �bration

ϕa;i : Ra;i −→ Ua;i

with �bers isomorphic to Pa−1. The family {Ua;i}i is a �nite disjoint locally closed
covering of the subscheme Ua ⊂ G1 ×G2 described in the claim of the proposition.

� PGL(N3)×PGL(N4) acts on Ĝ3× Ĝ4, Û b;j and R̂b;j ; this induces a projective �bration

ϕb;j : Rb;j −→ U b;j

with �bers isomorphic to Pb−1. The family {U b;j}j is a �nite disjoint locally closed
covering of the subscheme Ub ⊂ G3 ×G4 described in the claim of the proposition.
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� PGL(N1) × PGL(N2) × PGL(N3) × PGL(N4) acts on R̂a;i × R̂b;j , Ûa,b,c,d,e,f ;i,j,l and
R̂a,b,c,d,e,f ;i,j,l; this induces a �bration

ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f ;i,j,l

with �bers isomorphic to Pc−1rPd+e−f−1. The family {Ua,b,c,d,e,f ;i,j,l}l is a �nite disjoint
locally closed covering of the subscheme Ua,b,c,d,e,f ;i,j ⊂ Ra;i×Rb;j described in the claim
of the proposition.

The morphism ωa,b,c,d,e,f ;i,j,l is invariant under the action on R̂a,b,c,d,e,f ;i,j,l, so there is an
induced morphism

ωa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ G(α+
c ;n, d, k).

Such a morphism is injective (and has values in G′) because of the lemma 6.2.3, so we
conclude.

Lemma 6.2.5. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi and let us assume that

(Q2,W2) 6' (Q3,W3) ' (Q4,W4), (Q1,W1) 6' (Qi,Wi) ∀ i = 2, 3, 4,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2 ((Q4,W4), (E2, V2)) ,

where (E2, V2) is any non-split extension of (Q2,W2) by (Q1,W1). Let us denote by µ any

class of a non-split extension of the form

0→ (Q1,W1)
ε−→ (E2, V2)

δ−→ (Q2,W2)→ 0 (6.67)

and by ν any class of a non-split extension of the form

0→ (Q3,W3)
σ−→ (E′′, V ′′)

κ−→ (Q4,W4)→ 0. (6.68)

Having �xed [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and [ν] ∈ P(Ext1((Q3,W3), (Q4,W4))), let

us consider the space M1([µ], [ν]) := Ext1((E′′, V ′′), (E2, V2)), let us denote by η any object in

that space and let us choose a representative of η as follows:

0→ (E2, V2)
ι−→ (E, V )

λ−→ (E′′, V ′′)→ 0. (6.69)

Then let us consider the action of C× C∗ on M1([µ], [ν]) given as follows. For every pair

of scalars (ξ, τ) and for every class η of an extension (6.69) we set (ξ, τ) · η := η′ where η′ is

represented by

0→ (E2, V2)
ι−→ (E, V )

λ(ξ,τ)−→ (E′′, V ′′)→ 0, (6.70)

where λ(ξ, τ) := (ξ · σ ◦ κ + τ · id(E′′,V ′′)) ◦ λ. Let us denote by M2([µ], [ν]) the image of the

linear map A + F where A and F are the maps induced by (6.68) and (6.67) respectively, as

follows:
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A : Ext1((Q4,W4), (E2, V2)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]),

F : Ext1((E′′, V ′′), (Q1,W1)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]).

Let us writeM([µ], [ν]) := M1([µ], [ν])rM2([µ], [ν]). The previous action sendsM2([µ], [ν])

to itself, so it makes sense to consider M([µ], [ν]) := M([µ], [ν])/(C × C∗). Then the objects

(E, V )'s with unique αc-Jordan-Hölder �ltration and graded ⊕4
i=1(Qi,Wi) are parametrized by

triples ([µ], [ν], [η]), where:

� [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and µ has a representative of the form (6.67);

� [ν] ∈ P(Ext1((Q4,W4), (Q3,W3))) and ν has a representative of the form (6.68);

� [η] ∈M([µ], [ν]).

Moreover, if we write:

c := dim M1([µ], [ν]), d := dim Ext1((Q4,W4), (E2, V2)),

e := dim Ext1((E′′, V ′′), (Q1,W1)), f := dim Ext1((Q4,W4), (Q1,W1)),

then dim M2([µ], [ν]) = d+ e− f and M([µ], [ν]) ' Cd−1 × (Pc−d−1 r Pe−f−1).

Proof. The proof is on the same line of the proof of lemma 6.2.1 and we refer to that proof
for most of the time. In particular, we still have that

Hom((E′′, V ′′), (E2, V2)) = 0 = Hom((Q4,W4), (E2, V2)). (6.71)

Also in this case we get that the morphisms A, F , M and L are all injective. Moreover,
M3([µ], [ν]) = Im(A ◦ L) = Im(F ◦M). Then we have that

dim M2([µ], [ν]) = d+ e− f. (6.72)

As in lemma 6.2.1 for all triples (µ, ν, η) as before with µ, ν 6= 0 and η ∈ M([µ], [ν]) =

M1([µ], [ν]) rM2([µ], [ν]), we have that the induced (E, V ) has unique Jordan-Hölder �ltra-
tion at αc and graded ⊕4

i=1(Qi,Wi). The set parametrizing all the (E2, V2)'s is given by
P(Ext1((Q2,W2), (Q1,W1))) and analogously, the set parametrizing all the (E′′, V ′′)'s is in bi-
jection with P(Ext1((Q4,W4), (Q3,W3))). Moreover, for every (E2, V2) and (E′′, V ′′) in those
2 spaces, we have that Aut(E2, V2) = C∗ and Aut(E′′, V ′′) = C× C∗.

So we have an induced action of C× C∗ on M1([µ], [ν]) as follows

C× C∗ ×M1([µ], [ν]) → M1([µ], [ν])

(ξ, τ, η) 7→ η(ξ, τ),



110 6. Objects with unique Jordan-Hölder �ltration of length 3 and 4

where η(ξ, τ) has a representative of the form

0→ (E2, V2)
ι−→ (E, V )

λ(ξ,τ)−→ (E′′, V ′′)→ 0

where λ(ξ, τ) := (ξ · σ ◦ κ+ τ · id(E′′,V ′′)) ◦λ. Now we have that M2([µ], [ν]) is sent to itself by
such an action. The method for proving this is analogous to the one used in the same point in
lemma 6.2.1, so we omit the details. So we have that C×C∗ acts onM([µ], [ν]) = M1([µ], [ν])r
M2([µ], [ν]). Moreover, we can also prove easily that (C×C∗)(Im(A)) ⊂ Im(A) ⊂M2([µ], [ν]).
Therefore, such a group acts also on the subsets

M ′ := M1([µ], [ν]) r Im(A), M ′′ := M2([µ], [ν]) r Im(A).

By construction we have:

M([µ], [ν]) = M1([µ], [ν]) rM2([µ], [ν]) = M ′ rM ′′.

Now let us consider the exact sequence (6.33). We have already proved in (6.76) that
Hom((Q3,W3), (E2, V2)) = 0. Moreover, by hypothesis

Ext2((Q4,W4), (E2, V2)) = 0.

Since (Q3,W3) ' (Q4,W4), then (6.33) gives a short exact sequence as follows.

0→ Ext1((Q3,W3), (E2, V2))
A→ Ext1((E′′, V ′′), (E2, V2))→ Ext1((Q3,W3), (E2, V2))→ 0.

So we have a (non-canonical) isomorphism

M ′ = M1([µ], [ν]) r Im(A) '

' Ext1((Q3,W3), (E2, V2))× (Ext1((Q3,W3), (E2, V2)) r {0}).

Under this isomorphism the action of C×C∗ on M ′ is given for every pair of scalars (ξ, τ)

and for every (η1, η2) ∈M ′ as (ξ, τ) · (η1, η2) = (τ · η1, τ · η2 + ξ · η1). Now:

M ′ ' Cc rCd = Cd × (Cc−d r {0}),

M ′′ ' Cd+e−f rCd = Cd × (Ce−f r {0}).

Then:

M([µ], [ν]) := M([µ], [ν])/(C× C∗) = (H ′ rH ′′)/(C× C∗) =

= (Cd−1 × Pc−d−1) r (Cd−1 × Pe−f−1).

So we conclude.
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Proposition 6.2.6. Let us �x any triple (n, d, k), a critical value αc for it and any quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (6.24), respec-

tively (6.25), are satis�ed. Moreover, let us suppose that (n3, k3) = (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), that have

unique αc-Jordan-Hölder �ltration at αc and graded given by ⊕4
i=1(Qi,Wi) such that

(Q2,W2) 6' (Q3,W3) ' (Q4,W4), (Q1,W1) 6' (Qi,Wi) ∀ i = 2, 3,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2 ((Q4,W4), (E2, V2)) ,

where (E2, V2) is any non-split extension of (Q2,W2) by (Q1,W1).

(Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3)⊕ (Q3,W3).

Then there exists a �nite family {Ra,b,c,d,e,f ;i,j,l} of schemes for (a, b, c, d, e, f) in N6,

and i, j, l varying in �nite sets (for a, b, c, d, e, f �xed), together with injective morphisms to

G+(αc;n, d, k), respectively to G−(αc;n, d, k), such that the images form a disjoint covering of

G′ by locally closed subschemes. Every scheme Ra,b,c,d,e,f ;i,j,l comes with a triple of morphisms

ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f :i,j,l ⊂ Ra;i ×Rb;j ,
ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

ϕb;j : Rb;j −→ U b;j ⊂ G3 = G4

where:

� ϕa,b,c,d,e,f ;i,j,l has �bers isomorphic to Cd−1×(Pc−d−1rPe−f−1), ϕa;i has �bers isomorphic

to Pa−1 and ϕb;j has �bers isomorphic to Pb−1;

� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {U b;j}j is a �nite disjoint locally closed covering of

U b := {(Q3,W3) ∈ G3 s.t. dim Ext1((Q3,W3), (Q3,W3)) = b};

every U b is a locally closed subscheme of G3 and so are all the U b;j's;

� {Ua,b,c,d,e,f ;i,j,l}l is a �nite disjoint locally closed covering of

Ua,b,c,d,e,f ;i,j := {((E2, V2), (E′′, V ′′)) ∈ Ra;i ×Rb;j s.t. dim Ext1((E′′, V ′′), (E2, V2)) = c,

dim Ext1(ϕb;j(E′′, V ′′), (E2, V2)) = d, dim Ext1((E′′, V ′′), ϕ̃a;i(E2, V2)) = e,

dim Ext1(ϕb;j(E′′, V ′′), ϕ̃a;i(E2, V2)) = f, (ϕb;j(E′′, V ′′) 6' ϕa;i(E2, V2))}, (6.73)
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where ϕ̃a;i is the composition of ϕa;i with the projection to G1 and ϕa;i is the composition

of ϕa;i with the projection to G2. Every Ua,b,c,d,e,f ;i,j is locally closed in Ra;i ×Rb;j and
so are all the Ua,b,c,d,e,f ;i,j,l's. The last condition of (6.73) can be omitted if (n2, k2) 6=
(n3, k3) = (n4, k4); it is necessary if (n2, k2) = (n3, k3) = (n4, k4).

Proof. The proof is completely analogous to the one of proposition 6.2.2 using the results of
lemma 6.2.5 instead of lemma 6.2.1.

Lemma 6.2.7. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi and let us assume that

(Q2,W2) 6' (Q3,W3) 6' (Q4,W4), (Q1,W1) 6' (Qi,Wi) ∀ i = 2, 3, 4,

Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2 ((Q4,W4), (E2, V2)) ,

where (E2, V2) is any non-split extension of (Q2,W2) by (Q1,W1). Let us denote by µ any

class of a non-split extension of the form

0→ (Q1,W1)
ε−→ (E2, V2)

δ−→ (Q2,W2)→ 0 (6.74)

and by ν any class of a non-split extension of the form

0→ (Q3,W3)
σ−→ (E′′, V ′′)

κ−→ (Q4,W4)→ 0. (6.75)

Then let us consider the space M1([µ], [ν]) := Ext1((E′′, V ′′), (E2, V2)) and let us denote by

M2([µ], [ν]) the image of the linear map A+F where A and F are the maps induced by (6.75)

and (6.74) respectively, as follows:

A : Ext1((Q4,W4), (E2, V2)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]),

F : Ext1((E′′, V ′′), (Q1,W1)) −→ Ext1((E′′, V ′′), (E2, V2)) = M1([µ], [ν]).

Then the objects (E, V )'s with unique αc-Jordan-Hölder �ltration and graded ⊕4
i=1(Qi,Wi)

are parametrized by triples ([µ], [ν], [η]), where:

� [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))) and µ has a representative of the form (6.74);

� [ν] ∈ P(Ext1((Q4,W4), (Q3,W3))) and ν has a representative of the form (6.75);

� [η] ∈M([µ], [ν]) ∈ P(M1([µ], [η])) r P(M2([µ], [ν])).

Moreover, if we write:

c := dim M1([µ], [ν]), d := dim Ext1((Q4,W4), (E2, V2)),

e := dim Ext1((E′′, V ′′), (Q1,W1)), f := dim Ext1((Q4,W4), (Q1,W1)),

then dim M2([µ], [ν]) = d+ e− f and P(M1([µ], [ν])) r P(M2([µ], [ν])) ' Pc−1 r Pd+e−f−1.
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Proof. The proof is analogous to the proof of lemma 6.2.3. In this lemma we need to consider
2 subcases as follows:

(c) Hom ((Q4,W4), (Q2,W2)) = 0;

(d) Hom ((Q4,W4), (Q2,W2)) = C.

Since (Q2,W2) and (Q4,W4) are both αc-stable of the same slope, these are the only 2

possibilities. Using the hypotheses of this lemma, these conditions can be restated as:

(c) (Q2,W2) 6' (Q3,W3) 6' (Q4,W4) and (Q2,W2) 6' (Q4,W4);

(d) (Q2,W2) 6' (Q3,W3) 6' (Q4,W4) and (Q2,W2) ' (Q4,W4).

Then in this case the roles of A and F are reversed with respect to the proof of lemma
6.2.3. To be more precise, with the same ideas of that lemma one can prove the following
facts.

� In (6.33) we have that:

Hom((Q3,W3), (E2, V2)) = 0. (6.76)

Therefore A is always injective, so dim Im(A) = d.

� F is injective in case (c) and has a 1-dimensional kernel in case (d), so dim Im(F ) is
equal to e or e− 1 according to the 2 cases;

� M3([µ], [ν]) again coincides with Im(A◦L) = Im(F ◦M). In this case using the sequence
(6.37) we get that L is injective in case (c) and has a 1-dimensional kernel in case (d).
Since A is injective, then dim M3([µ], [ν]) = dim Im(A ◦ L) is equal to f or to f − 1

according to the 2 cases.

Then both in case (c) and in case (d) we get that

dim M2([µ], [ν]) = d+ e− f = d+ (e− 1)− (f − 1). (6.77)

Then the proof is on the same line of the proof of lemma 6.2.3, so we omit it.

Proposition 6.2.8. Let us �x any triple (n, d, k), a critical value αc for it and a quadru-

ple (ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (6.24), re-

spectively (6.25), are satis�ed and that for every quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi we

have (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4. Let us denote by G′ the set of all the (E, V )'s in

G+(αc;n, d, k), respectively in G−(αc;n, d, k), that have unique αc-Jordan-Hölder �ltration at

αc and graded in
∏4
i=1Gi, such that:

(Q2,W2) 6' (Q3,W3) 6' (Q4,W4), Ext2 ((Q4,W4), (Q1,W1)) = 0 = Ext2 ((Q4,W4), (E2, V2)) ,
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where (E2, V2) is any non-split extension of (Q2,W2) by (Q1,W1). Then there exists a �-

nite family {Ra,b,c,d,e,f ;i,j,l} of schemes for (a, b, c, d, e, f) ∈ N6, and i, j, l varying in �nite

sets (for a, b, c, d, e, f �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every scheme Ra,b,c,d,e,f ;i,j,l comes with a triple of morphisms

ϕa,b,c,d,e,f ;i,j,l : Ra,b,c,d,e,f ;i,j,l −→ Ua,b,c,d,e,f :i,j,l ⊂ Ra;i ×Rb;j ,
ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

ϕb;j : Rb;j −→ U b;j ⊂ G3 ×G4

where:

� ϕa,b,c,d,e,f ;i,j,l has �bers isomorphic to Pc−1 r Pd+e−f−1, ϕa;i has �bers isomorphic to

Pa−1 and ϕb;j has �bers isomorphic to Pb−1;

� {Ua;i}i is a �nite disjoint locally closed covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's.

� {U b;j}j is a �nite disjoint locally closed covering of

U b := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t.

dim Ext1((Q4,W4), (Q3,W3)) = b, (Q3,W3) 6' (Q4,W4)};

every U b is a locally closed subscheme of G3 × G4 and so are all the U b;j's. The last

condition on U b can be dropped if (n3, k3) 6= (n4, k4), otherwise it is necessary;

� {Ua,b,c,d,e,f ;i,j,l}l is a �nite disjoint locally closed covering of

Ua,b,c,d,e,f ;i,j := {((E2, V2), (E′′, V ′′)) ∈ Ra;i ×Rb;j s.t. dim Ext1((E′′, V ′′), (E2, V2)) = c,

dim Ext1(ϕ̃b;j(E′′, V ′′), (E2, V2)) = d, dim Ext1((E′′, V ′′), ϕ̃a;i(E2, V2)) = e,

dim Ext1(ϕ̃b;j(E′′, V ′′), ϕ̃a;i(E2, V2)) = f, ϕb;j(E′′, V ′′) 6' ϕa;i(E2, V2)},

where

� ϕ̃a;i is the composition of ϕa;i with the projection to G1;

� ϕa;i is the composition of ϕa;i with the projection to G2;

� ϕb;j is the composition of ϕb;j with the projection to G3;
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� ϕ̃b;j is the composition of ϕb;j with the projection to G4.

Every Ua,b,c,d,e,f ;i,j is locally closed in Ra;i × Rb;j and so are all the Ua,b,c,d,e,f ;i,j,l's.

The last condition on Ua,b,c,d,e,f ;i,j can be dropped if (n2, k2) 6= (n3, k3), otherwise it is

necessary.

Proof. The proof is analogous to the proof of proposition 6.2.4. We simply use lemma 6.2.5
instead of lemma 6.2.3.

Remark 6.2.2. Let us suppose that all the following conditions are satis�ed:

� (Q1,W1) 6' (Qi,Wi) for all i = 2, 3, 4;

� (Q4,W4) 6' (Qi,Wi) for all i = 2, 3;

� Ext2((Q4,W4), (Q1,W1)) = 0;

� Ext2((Q4,W4), (E2, V2)) = 0 for all non-split extensions (E2, V2) of (Q2,W2) by (Q1,W1);

� Ext2((E′′, V ′′), (Q1,W1)) = 0 for all non-split extensions (E′′, V ′′) of (Q4,W4) by (Q3,W3).

Then we can apply both proposition 6.2.4 and proposition 6.2.8, and the 2 descriptions
give rise to the same Hodge-Deligne polynomials, as they should do.

Remark 6.2.3. When the JHF is unique and has length equal to 4 there are still 4 subcases that
we are not able to describe completely. These are in bijection with the subcases described in
lemmas 6.2.1, 6.2.3, 6.2.5 and 6.2.7, with the only signi�cant di�erence that in these subcases
(Q2,W2) ' (Q3,W3) instead of (Q2,W2) 6' (Q3,W3). To be more precise, the 4 subcases we
still have to describe completely are as follows:

� (Q1,W1) ' (Q2,W2) ' (Q3,W3), (Q4,W4) 6' (Qi,Wi) ∀ i = 1, 2, 3,

� (Q1,W1) 6' (Q2,W2) ' (Q3,W3), (Q4,W4) 6' (Qi,Wi) ∀ i = 1, 2, 3,

� (Q2,W2) ' (Q3,W3) ' (Q4,W4), (Q1,W1) 6' (Qi,Wi) ∀ i = 2, 3, 4,

� (Q2,W2) ' (Q3,W3) 6' (Q4,W4), (Q1,W1) 6' (Qi,Wi) ∀ i = 2, 3, 4.

The point where the previous computations fail is where we need to prove that the mor-
phisms of the form γ = δ′ ◦ σ′ are not injective. Actually, in any of the previous cases such
morphisms can actually be isomorphisms, so our construction does not work. In particular,
in any of the previous 4 cases a direct computation shows that this implies that the space
M3([µ], [ν]) contains strictly the space M ′3([µ], [ν]), therefore it is not currently possible to
compute the dimensions of M3([µ], [ν]) and of M2([µ], [ν]).





Chapter 7

Parametrization of coherent systems

with non-unique Jordan-Hölder

�ltration

In this chapter we summarize the parametrizations for those coherent systems (E, V ) that
belong to G+(αc;n, d, k) or to G−(αc;n, d, k) and that have non-unique αc-Jordan-Hölder
�ltration of length 3 or 4. For the proof of each result, see part II of this work.

7.1 Canonical �ltration of type (1,2)

Proposition 7.1.1. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that (n2, k2) 6= (n3, k3) and that

ki
ni
>
k

n
∀ i = 2, 3, (7.1)

respectively that

ki
ni
<
k

n
∀ i = 2, 3, (7.2)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) their αc-canonical �ltration is of type (1, 2).

Then there is a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �nite

sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc),

such that the images form a disjoint covering of G′ by locally closed subschemes. Every scheme

Ra,b;i,j comes with a sequence of 2 projective �brations:

117
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Ra,b;i,j
φ1−→ Aa,b;i,j

φ2−→ Ua,b;i,j

such that:

� φ1 has �bers isomorphic to Pb−1, while φ2 has �bers isomorphic to Pa−1;

� every Ua,b;i,j is the �ber product of U
2
a;i and U

3
b;j over G1, where {U2

a;i}i is a locally closed

disjoint covering of

U2
a := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a}

and analogously for U3
b;j ⊂ G1 × G3. In particular, {Ua;b;i,j}a,b;i,j is a disjoint covering

of G1 ×G2 ×G3 by locally closed subschemes.

Proposition 7.1.2. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that conditions (7.1), respectively

(7.2), are satis�ed. Moreover, let us suppose that (n2, k2) = (n3, k3). Let us denote by G′ the

set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k) such that

(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) (Q2,W2) 6' (Q3,W3);

(iii) their αc-canonical �ltration is of type (1, 2).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b;i,j for every a < b ∈ N0 and (i, j) ∈ L2
a × L2

b ;

(b) R2 = Ra,a;i,j |G1×(G2×G3r∆23)rUa,a;i,j∩Ua,a;j,i for every a ∈ N0 and i < j ∈ L2
a;

(c) R3 = (Ra,a;i,j |G1×(G2×G3r∆23)∩Ua,a;i,j∩Ua,a;j,i)/Z2 for every a ∈ N0 and i < j ∈ L2
a;

(d) R4 = (Ra,a;i,i|G1×(G2×G3r∆23))/Z2 for every a ∈ N0 and i ∈ L2
a;

where all the schemes of the form Ra,b;i,j are obtained exactly as in proposition 7.1.1, to-

gether with the same pairs of projective �brations to the corresponding base Ua,b;i,j. Each

scheme of type (a)-(d) comes with an injective morphism to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′.

The last 2 types of schemes come together with actions of Z2 on the base space and on the

�bers (compatible with the projective �brations) as follows

� (Qi,Wi)i=1,2,3 7→ (Qi,Wi)i=1,3,2 for every point of Ua,a;i,j;
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� (µ2, µ3) 7→ (µ3, µ2) for every point (µ2, µ3) in the �ber over a triple (Qi,Wi)i=1,2,3 ∈
Ua,a;i,j.

Moreover, for every scheme R of type (c) and (d) there exists a �nite disjoint covering of

its base space in G1 × G2 × G3 by locally closed subschemes Tl that are invariant under the

action of Z2 on G1 ×G2 ×G3; in addition, there exist trivializations of the �brations from R

to Ua,a;i,j

R|Tl
∼−→ Tl × Pa−1 × Pa−1

that are compatible with the natural action of Z2 on Tl × Pa−1 × Pa−1.

Proposition 7.1.3. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that conditions (7.1), respectively

(7.2), are satis�ed. Moreover, let us assume that (n2, k2) = (n3, k3). Let us denote by G′ the

set of the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) (Q2,W2) ' (Q3,W3);

(iii) their αc-canonical �ltration is of type (1, 2).

Then there is a �nite family {R2;a;i = Grass(2, Ra;i)} for a ∈ N and i varying in a

�nite set (for a �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′. Here each

Ra;i is a vector bundle over Ua,i with �bers isomorphic to Ca and {Ua;i}i is a locally closed

disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t dim Ext1((Q2,W2), (Q1,W1)) = a}.

7.2 Canonical �ltration of type (2,1)

Proposition 7.2.1. Let us �x any triple (n, d, k) a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us assume that

ki
ni
<
k

n
∀ i = 1, 2. (7.3)

respectively that

ki
ni
>
k

n
∀ i = 1, 2. (7.4)

Moreover, let us suppose that (n1, k1) 6= (n2, k2). Then let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that
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(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) their αc-canonical �ltration is of type (2, 1).

Then there is a �nite family of schemes {Ra,b;i,j} for (a, b) ∈ N2 and i, j varying in

�nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′. Every Ra,b;i,j
comes with a sequence of 2 projective �ltrations

Ra,b;i,j
φ1−→ Aa,b;i,j

φ2−→ Ua,b;i,j ,

such that:

� φ1 has �bers isomorphic to Pb−1, while φ2 has �bers isomorphic to Pa−1;

� every Ua,b;i,j is the �ber product of U1
a;i and U2

b;j over G3, where {U1
a;i}i is a disjoint

locally closed covering of

U1
a := {((Q1,W1), (Q3,W3)) ∈ G1 ×G3 s.t. dim Ext1((Q3,W3), (Q1,W1)) = a}

and analogously for U2
b;j ⊂ G2 ×G3.

Proposition 7.2.2. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us suppose that conditions (7.3), respec-

tively (7.4) are satis�ed. Moreover, let us assume that (n1, k1) = (n2, k2). Let us denote by

G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) (Q1,W1) 6' (Q2,W2),

(iii) their αc-canonical �ltration is of type (2, 1).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b;i,j for every a < b ∈ N0 and (i, j) ∈ L1
a × L2

b ;

(b) R2 = Ra,a;i,j |(G1×G2r∆12)×G3rUa,a;i,j∩Ua,a;j,i for every a ∈ N0 and i < j ∈ L1
a;

(c) R3 = (Ra,a;i,j |(G1×G2r∆12)×G3∩Ua,a;i,j∩Ua,a;j,i)/Z2 for every a ∈ N0 and i < j ∈ L1
a;

(d) R4 = (Ra,a;i,i|(G1×G2r∆12)×G3
)/Z2 for every a ∈ N0 and i ∈ L1

a;

where all the schemes of the form Ra,b;i,j are obtained exactly as in proposition 7.2.1, to-

gether with the same pairs of projective �brations to the corresponding base Ua,b;i,j. Each

scheme of type (a)-(d) comes with an injective morphism to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′.

The last 2 types of schemes come together with actions of Z2 on the base space and on the

�bers (compatible with the projective �brations) as follows
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� (Qi,Wi)i=1,2,3 7→ (Qi,Wi)i=2,1,3 for every point of Ua,a;i,j;

� (µ1, µ2) 7→ (µ2, µ1) for every point (µ1, µ2) in the �ber over a triple (Qi,Wi)i=1,2,3 ∈
Ua,a;i,j.

Moreover, for every scheme R of type (c) and (d) there exists a �nite disjoint covering of

its base space in G1 × G2 × G3 by locally closed subschemes Tl that are invariant under the

action of Z2 on G1 ×G2 ×G3; in addition, there exist trivializations of the �brations from R

to Ua,a;i,j:

R|Tl
∼−→ Tl × Pa−1 × Pa−1

that are compatible with the natural action of Z2 on Tl × Pa−1 × Pa−1.

Proposition 7.2.3. Let us �x any triple (n, d, k), a critical value αc for it and a triple

(ni, di, ki)i=1,2,3 compatible with (αc;n, d, k). Let us suppose that conditions (7.3), respec-

tively (7.4), are satis�ed. Moreover, let us assume that (n1, k1) = (n2, k2). Let us denote by

G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕3
i=1(Qi,Wi) of type (ni, di, ki)i=1,2,3;

(ii) (Q1,W1) ' (Q2,W2);

(iii) their αc-canonical �ltration is of type (2, 1).

Then there is a �nite family {R2;a;i = Grass(2, Ra;i)} for a ∈ N and i varying in a

�nite set (for a �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′. Here each

Ra;i is a vector bundle over Ua;i with �bers isomorphic to Ca and {Ua;i}i is a locally closed

disjoint covering of

Ua := {((Q1,W1), (Q3,W3)) ∈ G1 ×G3 s.t dim Ext1((Q3,W3), (Q1,W1)) = a}.

7.3 Canonical �ltration of type (1,3)

Proposition 7.3.1. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (ni, ki) 6= (nj , kj) for i 6=
j ∈ {2, 3, 4} and that

kl
nl
>
k

n
∀ l ∈ {2, 3, 4}, (7.5)

respectively that

kl
nl
<
k

n
∀ l ∈ {2, 3, 4}. (7.6)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that
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(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) their αc-canonical �ltration is of type (1, 3).

Then there is a �nite family {Ra,b,c;i,j,k} of schemes for (a, b, c) ∈ N3 and i, j, k varying

in �nite sets L2
a, L

3
b , L

4
c (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally

closed subschemes. Every scheme Ra,b,c;i,j,k comes with a sequence of 3 morphisms:

Ra,b,c;i,j
φ1−→ Ca,b,c;i,j,k

φ2−→ Ba,b,c;i,j,k
φ3−→ Ua,b,c;i,j,k

such that:

� φ1 has �bers isomorphic to Pc−1, φ2 has �bers isomorphic to Pb−1 and φ3 has �bers

isomorphic to Pa−1;

� every Ua,b,c;i,j,k is the �ber product

Ua,b,c;i,j,k = U2
a;i ×G1 U

3
b;j ×G1 U

4
c;k,

where the set {U2
a;i}i is a locally closed disjoint covering of

U2
a := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a}

and analogously for U3
b;j ⊂ G1×G3 and U

4
c;k ⊂ G1×G4. In particular, {Ua;b,c;i,j,k}a,b,c;i,j,k

is a disjoint covering of G1 ×G2 ×G3 ×G4 by locally closed subschemes.

Proposition 7.3.2. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.5), respectively

(7.6), are satis�ed. Moreover, let us suppose that (n2, k2) = (n3, k3) 6= (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) 6' (Q3,W3);

(iii) their αc-canonical �ltration is of type (1, 3).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b,c;i,j,k for every a, b, c ∈ N0, a < b and (i, j, k) ∈ L2
a × L3

b × L4
c ;

(b) R2 = Ra,a,c;i,j,k|G1×(G2×G3r∆23)×G4rUa,a,c;i,j,k∩Ua,a,c;j,i,k for every a, c ∈ N0, i < j ∈ L2
a and

k ∈ L4
c ;

(c) R3 = (Ra,a,c;i,j,k|G1×(G2×G3r∆23)×G4∩Ua,a,c;i,j,k∩Ua,a,c;j,i,k)/Z2 for every a, c ∈ N0 and i <

j ∈ L2
a, k ∈ L4

c ;
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(d) R4 = (Ra,a,c;i,i,k|G1×(G2×G3r∆23)×G4
)/Z2 for every a, c ∈ N0 and i ∈ L2

a, k ∈ L4
c ;

where all the schemes of the form Ra,b,c;i,j,k are obtained exactly as in proposition 7.3.1, to-

gether with the same triples of projective �brations to the corresponding base Ua,b,c;i,j,k. Each

scheme of type (a)-(d) comes with an injective morphism to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′.

The last 2 types of schemes come together with actions of Z2 on the base space and on the

�bers (compatible with the projective �brations) as follows:

� (Qi,Wi)i=1,2,3,4 7→ (Qi,Wi)i=1,3,2,4 for every point of Ua,a,c;i,j,k,

� (µ2, µ3, µ4) 7→ (µ3, µ2, µ4) for every point (µ2, µ3, µ4) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4 ∈ Ua,a,c;i,j,k.

Moreover, for every scheme R of type (c) and (d) there exists a �nite covering of its base

space in G1×G2×G3×G4 by locally closed subschemes Tl that are invariant under the action

of Z2 on G2 ×G3 = G2 ×G2 in G1 ×G2 ×G3 ×G4; in addition, there exist trivializations of

the �brations from R to Ua,a,c;i,j,k

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pc−1

that are compatible with the natural action of Z2 on Tl × Pa−1 × Pa−1 × Pc−1.

Proposition 7.3.3. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.5), respectively

(7.6), are satis�ed. Moreover, let us assume that (n2, k2) = (n3, k3) 6= (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3);

(iii) their αc-canonical �ltration is of type (1, 3).

Then there is �nite family {Ra,b;i,j} for (a, b) ∈ N2 and i, j varying in �nite sets (for

a, b �xed) together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, k),

such that the images form a disjoint locally closed covering of G′. Each Ra,b;i,j comes with a

sequence of 2 �brations:

Ra,b;i,j
φ1−→ Aa,b;i,j

φ2−→ Ua,b;i,j

such that:

� φ1 has �bers isomorphic to Pb−1 and φ2 is a grassmannian �bration Grass(2, Qa,b;i,j),

where Qa,b;i,j is a locally trivial �bration of rank a over Ua,b;i,j;
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� Ua,b;i,j is the �ber product of U2
a;i and U

4
b;j over G1, where the set {U2

a;i}i is a disjoint

locally closed covering of

U2
a := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a}

and analogously for U4
b;j ⊂ G1 × G4. In particular, {Ua,b;i,j}a,b;i,j is a disjoint covering

of G1 ×G2 ×G4 by locally closed subschemes.

Proposition 7.3.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.5), respectively

(7.6), are satis�ed. Moreover, let us suppose that (n2, k2) = (n3, k3) = (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4};

(iii) their αc-canonical �ltration is of type (1, 3).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b,c;i,j,k for every a, b, c ∈ N0, a < b < c and (i, j, k) ∈ L2
a × L3

b × L4
c ;

(b) R2 = Ra,a,c;i,j,k|G1×(G2×G2r∆)×G2rUa,a,c;i,j,k∩Ua,a,c;j,i,k for every a, c ∈ N0 with a < c, i <

j ∈ L2
a and k ∈ L4

c ;

(c) R3 = (Ra,a,c;i,j,k|G1×(G2×G2r∆)×G2∩Ua,a,c;i,j,k∩Ua,a,c;j,i,k)/Z2 for every a, c ∈ N0 with a <

c, i < j ∈ L2
a, k ∈ L4

c ;

(d) R4 = (Ra,a,c;i,i,k|G1×(G2×G2r∆)×G2
)/Z2 for every a, c ∈ N0 with a < c, i ∈ L2

a, k ∈ L4
c ;

(e) R5 = Ra,a,a;i,j,k|G1×(G2×G2×G2r∆)r(∪σ∈S3r{id}Ua,a,a;σ(i),σ(j),σ(k))
for every a ∈ N0, i, j, k ∈ L2

a

with i < j < k. Here every σ ∈ S3 acts by permutations on the ordered set {i, j, k};

(f) R6 = (Ra,a,a;i,j,k|G1×(G2×G2×G2r∆)r(∪σ∈S3r{id,(1 2)}Ua,a,a;σ(i),σ(j),σ(k)))/Z2 for every a ∈ N0, i,

j, k ∈ L2
a with i < j < k;

(g) R7 = (Ra,a,a;i,j,k|G1×(G2×G2×G2r∆)r(∪σ∈S3r{id,(2 2)}Ua,a,a;σ(i),σ(j),σ(k)))/Z2 for every a ∈ N0, i,

j, k ∈ L2
a with i < j < k;

(h) R8 = (Ra,a,a;i,j,k|G1×(G2×G2×G2r∆)r(∪σ∈S3r{id,(1 3)}Ua,a,a;σ(i),σ(j),σ(k)))/Z2 for every a ∈ N0, i,

j, k ∈ L2
a with i < j < k;

(i) R9 = (Ra,a,a;i,i,k|G1×(G2×G2r∆)×G2
)/Z2 for every a ∈ N0, i, k ∈ L2

a with i < k;

(j) R10 = (Ra,a,a;i,i,i|G1×(G2×G2×G2r∆))/S3 for every a ∈ N0, i ∈ L2
a.
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Here ∆ denotes both the diagonal of G2×G2 and the �big� diagonal of G2×G2×G2 (i.e.

the set of triples of objects such that at least 2 of them are isomorphic). All the schemes of

the form Ra,b,c;i,j,k are obtained exactly as in proposition 7.3.1, together with the same triples

of projective �brations to the corresponding base Ua,b,c;i,j,k. Each scheme of type (a)-(j) comes

with an injective morphism to G+(αc;n, d, k), respectively to G−(αc;n, d, k), such that the im-

ages form a disjoint locally closed covering of G′.

The schemes (c),(d) and (f)-(i) come with actions of Z2 on the base space and on the �bers

(compatible with the projective �brations) as follows

� (Qi,Wi)i=1,2,3,4 7→ ((Q1,W1), (Qσ(i),Wσ(i))i=2,3,4);

� (µ2, µ3, µ4) 7→ (µσ(2), µσ(3), µσ(4)) for every point (µ2, µ3, µ4) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4.

Here σ is the permutation (1 2) in cases (c),(d),(f) and (i), σ = (2 3) in case (g) and

σ = (1 3) in case (h); in all the various cases σ acts by permutations on the ordered set

{2, 3, 4}. For every scheme R of type (c),(d) and (f)-(i) there exists a �nite covering of its

base space in G1 ×G2 ×G2 ×G2 by locally closed subschemes Tl that are invariant under the

action of Z2 on the i-th and j-th copies of G2 in G1×G2×G2×G2 if σ = (i j). In addition,

there exist trivializations of the �brations from R to Ua,a,c;i,j,k

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pc−1

that are compatible with the action of Z2 on Tl × Pa−1 × Pa−1 × Pc−1.

The schemes of the form (j) come with actions of S3 on the base space and on the �bers

(compatible with the projective �brations) as follows: for every σ ∈ S3 (considered as the group

of permutations of {2, 3, 4}) we have:

� (Qi,Wi)i=1,2,3,4 7→ ((Q1,W1), (Qσ(i),Wσ(i))i=2,3,4) for every point of the scheme Ua,a,a;i,i,i;

� (µi)i=2,3,4 7→ (µσ(i))i=2,3,4 for every point (µ2, µ3, µ4) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4 ∈ Ua,a,a;i,i,i.

Moreover, for every scheme R of type (j) there exists a �nite covering of its base space in

G1×G2×G2×G2 by locally closed subschemes Tl that are invariant under the action of S3 on

G1×G2×G2×G2; in addition, there exist trivializations of the �brations from R to Ua,a,i;i,i,i

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pa−1

that are compatible with the natural action of S3 on Tl × Pa−1 × Pa−1 × Pa−1.

Proposition 7.3.5. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.5), respectively

(7.6), are satis�ed. Moreover, let us assume that (n2, k2) = (n3, k3) = (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:
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(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) 6' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 3).

Then there is �nite family {Ra,b;i,j} for (a, b) ∈ N2 and i, j varying in �nite sets (for

a, b �xed) together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, k),

such that the images form a disjoint locally closed covering of G′. Each Ra,b;i,j comes with a

sequence of 2 morphisms:

Ra,b;i,j
φ1−→ Ba,b;i,j

φ2−→ Va,b;i,j

such that:

� the �rst �bration has �bers isomorphic to Pb−1;

� the second �bration is a grassmannian �bration Grass(2, Qa,b;i,j), where Qa,b;i,j is a

locally trivial �bration of rank a over Va,b;i,j;

� for each (a, b, i, j), Va,b;i,j is de�ned as the scheme

Va,b;i,j := (U2
a;i ×G1 U

4
b;j) ∩ (G1 × (G2 ×G2 r ∆)).

Here {U2
a;i}i is a �nite disjoint locally closed covering of

U2
a := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a}

and analogously for U4
b;j ⊂ G1 × G2. In particular, {Va,b;i,j}a,b;i,j is a disjoint covering

of G1 × (G2 ×G2 r ∆) by locally closed subschemes.

Proposition 7.3.6. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.5), respectively

(7.6), are satis�ed. Moreover, let us assume that (n2, k2) = (n3, k3) = (n4, k4). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) ' (Q4,W4),

(iii) their canonical �ltration is of type (1, 3).

Then there is �nite family {R3;a;i = Grass(3, Ra;i)} for a ∈ N and i varying in a �-

nite set (for a �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′. Each Ra;i is

a locally trivial �bration over Ua,i with �bers isomorphic to Ca and {Ua;i}i is a locally closed

disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a}.
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7.4 Canonical �ltration of type (3,1)

Proposition 7.4.1. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (ni, ki) 6= (nj , kj) for i 6=
j ∈ {1, 2, 3} and that

ki
ni
<
k

n
∀ i ∈ {1, 2, 3} (7.7)

respectively that

ki
ni
>
k

n
∀ i ∈ {1, 2, 3}. (7.8)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) their αc-canonical �ltration is of type (3, 1).

Then there is a �nite family {Ra,b,c;i,j,k} of schemes for (a, b, c) ∈ N3 and i, j, k varying

in �nite sets (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k), respec-

tively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed

subschemes. Every scheme Ra,b,c;i,j,k comes with a sequence of 3 morphisms:

Ra,b,c;i,j
φ1−→ Ca,b,c;i,j,k

φ2−→ Ba,b,c;i,j,k
φ3−→ Ua,b,c;i,j,k

such that:

� φ1 has �bers isomorphic to Pc−1, φ2 has �bers isomorphic to Pb−1 and φ3 has �bers

isomorphic to Pa−1;

� every Ua,b,c;i,j,k is the �ber product

Ua,b,c;i,j,k = U1
a;i ×G4 U

2
b;j ×G4 U

3
c;k,

where the set {U1
a;i}i is a locally closed disjoint covering of

U1
a := {((Q1,W1), (Q4,W4)) ∈ G1 ×G4 s.t. dim Ext1((Q4,W4), (Q1,W1)) = a}

and analogously for U2
b;j ⊂ G2×G4 and U

3
c;k ⊂ G3×G4. In particular, {Ua;b,c;i,j,k}a,b,c;i,j,k

is a disjoint covering of G1 ×G2 ×G3 ×G4 by locally closed subschemes.

Proposition 7.4.2. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.7), respectively

(7.8), are satis�ed. Moreover, let us suppose that (n1, k1) = (n2, k2) 6= (n3, k3). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that
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(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) 6' (Q2,W2);

(iii) their αc-canonical �ltration is of type (3, 1).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b,c;i,j,k for every a, b, c ∈ N0, a < b and (i, j, k) ∈ L1
a × L2

b × L3
c ;

(b) R2 = Ra,a,c;i,j,k|(G1×G1r∆12)×G3×G4rUa,a,c;i,j,k∩Ua,a,a;j,i,k for every a, c ∈ N0, i < j ∈ L1
a and

k ∈ L3
c ;

(c) R3 = (Ra,a,c;i,j,k|(G1×G1r∆12)×G3×G4∩Ua,a,c;i,j,k)∩Ua,a,c;j,i,k)/Z2 for every a, c ∈ N0 and i <

j ∈ L1
a, k ∈ L3

c ;

(d) R4 = (Ra,a,c;i,i,k|(G1×G2r∆12)×G3×G4
)/Z2 for every a, c ∈ N0 and i ∈ L1

a, k ∈ L3
c ;

where all the schemes of the form Ra,b,c;i,j,k are obtained exactly as in proposition 7.4.1, to-

gether with the same triples of projective �brations to the corresponding base Ua,b,c;i,j,k. Each

scheme of type (a)-(d) comes with an injective morphism to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint locally closed covering of G′.

The last 2 types of schemes come with actions of Z2 on the base space and on the �bers

(compatible with the projective �brations) as follows:

� (Qi,Wi)i=1,2,3,4 7→ (Qi,Wi)i=2,1,3,4 for every point of Ua,a,c;i,j,k;

� (µ1, µ2, µ3) 7→ (µ2, µ1, µ3) for every point (µ1, µ2, µ3) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4 in Ua,a,c;i,j,k.

Moreover, for every scheme R of type (c) and (d) there exists a �nite covering of its base

space in G1×G2×G3×G4 by locally closed subschemes Tl that are invariant under the action

of Z2 on G1 ×G2 = G1 ×G2 in G1 ×G2 ×G3 ×G4; in addition, there exist trivializations of

the �brations from R to Ua,a,c;i,j,k

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pc−1

that are compatible with the natural action of Z2 on Tl × Pa−1 × Pa−1 × Pc−1.

Proposition 7.4.3. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 that is compatible with (αc;n, d, k). Let us assume that conditions (7.7),

respectively (7.8), are satis�ed. Moreover, let us assume that (n1, k1) = (n2, k2) 6= (n3, k3).

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;
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(ii) (Q1,W1) ' (Q2,W2);

(iii) their αc-canonical �ltration is of type (3, 1).

Then there is a �nite family {Ra,b;i,j} for (a, b) ∈ N2 and i, j varying in �nite sets (for

a, b �xed) together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, l),

such that the images form a disjoint locally closed covering of G′. Each Ra,b;i,j comes with a

sequence of 2 morphisms:

Ra,b;i,j
φ1−→ Aa,b;i,j

φ2−→ Ua,b;i,j

such that:

� the �rst �bration has �bers isomorphic to Pb−1;

� the second �bration is a grassmannian �bration Grass(2, Qa,b;i,j), where Qa,b;i,j is a

locally trivial �bration of rank a over Ua,b;i,j;

� Ua,b;i,j is the �ber product of U1
a;i and U

3
b;j over G4, where {U1

a;i}i is a disjoint locally

closed covering of

U1
a := {((Q1,W1), (Q4,W4)) ∈ G1 ×G4 s.t. dim Ext1((Q4,W4), (Q1,W1)) = a}

and analogously for U3
b;j ⊂ G3 × G4. In particular, {Ua,b;i,j}a,b;i,j is a disjoint covering

of G1 ×G3 ×G4 by locally closed subschemes.

Proposition 7.4.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.7), respectively

(7.8), are satis�ed. Moreover, let us suppose that (n1, k1) = (n2, k2) = (n3, k3). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {1, 2, 3};

(iii) their αc-canonical �ltration is of type (3, 1).

Then there is a �nite family of schemes as follows:

(a) R1 = Ra,b,c;i,j,k for every a, b, c ∈ N0, a < b < c and (i, j, k) ∈ L1
a × L2

b × L3
c ;

(b) R2 = Ra,a,c;i,j,k|(G1×G1r∆)×G1×G4rUa,a,c;i,j,k∩Ua,a,c;j,i,k for every a, c ∈ N0 with a < c, i <

j ∈ L1
a and k ∈ L3

c ;

(c) R3 = (Ra,a,c;i,j,k|(G1×G1r∆)×G1×G4∩Ua,a,c;i,j,k∩Ua,a,c;j,i,k)/Z2 for every a, c ∈ N0 with a <

c, i < j ∈ L1
a, k ∈ L3

c ;
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(d) R4 = (Ra,a,c;i,i,k|(G1×G1r∆)×G1×G4
)/Z2 for every a, c ∈ N0 with a < c, i ∈ L1

a, k ∈ L3
c ;

(e) R5 = Ra,a,a;i,j,k|(G1×G1r∆)×G1×G4r∪σ∈S3r{id}Ua,a,a;σ(i),σ(j),σ(k)
for every a ∈ N0, i, j, k ∈ L1

a

with i < j < k. Here every σ ∈ S3 acts by permutations on the ordered set {i, j, k};

(f) R6 = (Ra,a,a;i,j,k|(G1×G1r∆)×G1×G4r∪σ∈S3r{id,(1 2)}Ua,a,a;σ(i),σ(j),σ(k))/Z2 for every a ∈ N0, i,

j, k ∈ L1
a with i < j < k.;

(g) R7 = (Ra,a,a;i,j,k|(G1×G1r∆)×G1×G4r∪σ∈S3r{id,(2 3)}Ua,a,a;σ(i),σ(j),σ(k))/Z2 for every a ∈ N0, i,

j, k ∈ L1
a with i < j < k;

(h) R8 = (Ra,a,a;i,j,k|(G1×G1r∆)×G1×G4r∪σ∈S3r{id,(1 3)}Ua,a,a;σ(i),σ(j),σ(k))/Z2 for every a ∈ N0, i,

j, k ∈ L1
a with i < j < k;

(i) R9 = (Ra,a,a;i,i,k|(G1×G1r∆)×G1×G4
)/Z2 for every a ∈ N0, i, k ∈ L2

a with i < k;

(j) R10 = (Ra,a,a;i,i,i|(G1×G1×G1r∆)×G4
)/S3 for every a ∈ N0, i ∈ L1

a.

Here ∆ denotes both the diagonal of G1 ×G1 and the �big� diagonal of G1 ×G1 ×G1. All

the schemes of the form Ra,b,c;i,j,k are obtained exactly as in proposition 7.4.1, together with

the same triples of projective �brations to the corresponding base Ua,b,c;i,j,k. Each scheme of

type (a)-(i) comes with an injective morphism to G+(αc;n, d, k), respectively to G−(αc;n, d, k),

such that the images form a disjoint locally closed covering of G′.

The schemes (c),(d) and (f)-(i) come with actions of Z2 on the base space and on the �bers

(compatible with the projective �brations) as follows

� (Qi,Wi)i=1,2,3,4 7→ ((Qσ(i),Wσ(i))i=1,2,3, (Q4,W4))

� (µ1, µ2, µ3) 7→ (µσ(1), µσ(2), µσ(3)) for every point (µ1, µ2, µ3) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4.

Here σ is the permutation (1 2) in cases (c), (d), (f) and (i), σ = (2 3) in case (g) and

σ = (1 3) in case (h). For every scheme R of type (c),(d) and (f)-(l) there exists a �nite

covering of its base space in G1 × G1 × G1 × G4 by locally closed subschemes Tl that are

invariant under the action of Z2 on the i-th and j-th copies of G1 in G1 × G1 × G1 × G4 if

σ = (i j); in addition, there exist trivializations of the �brations from R to Ua,a,c;i,j,k:

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pc−1

that are compatible with the action of Z2 on Tl × Pa−1 × Pa−1 × Pc−1.

The schemes of the form (j) come with actions of S3 on the base space and on the �bers

(compatible with the projective �brations) as follows: for every σ ∈ S3 we have:

� (Qi,Wi)i=1,2,3,4 7→ ((Qσ(i),Wσ(i))i=1,2,3, (Q4,W4)) for every point of the scheme Ua,a,a;i,i,i;
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� (µi)i=1,2,3 7→ (µσ(i))i=1,2,3 for every point (µ1, µ2, µ3) in the �ber over a quadruple

(Qi,Wi)i=1,··· ,4 ∈ Ua,a,a;i,i,i.

Moreover, for every scheme R of type (j) there exists a �nite covering of its base space in

G1×G1×G1×G4 by locally closed subschemes Tl that are invariant under the action of S3 on

G1×G1×G1×G4; in addition, there exist trivializations of the �brations from R to Ua,a,i;i,i,i

R|Tl
∼−→ Tl × Pa−1 × Pa−1 × Pa−1

that are compatible with the natural action of S3 on Tl × Pa−1 × Pa−1 × Pa−1.

Proposition 7.4.5. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.7), respectively

(7.8), are satis�ed. Moreover, let us assume that (n1, k1) = (n2, k2) = (n3, k3). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) ' (Q2,W2) 6' (Q3,W3);

(iii) their αc-canonical �ltration is of type (3, 1).

Then there is �nite family {Ra,b;i,j} for (a, b) ∈ N2 and i, j varying in �nite sets (for

a, b �xed) together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, k),

such that the images form a disjoint locally closed covering of G′. Each Ra,b;i,j comes with a

sequence of 2 �bration:

Ra,b;i,j
φ1−→ Ba,b;i,j

φ2−→ Va,b;i,j

such that:

� φ1 has �bers isomorphic to Pb−1 and φ2 is a grassmannian �bration Grass(2, Qa,b;i,j)

where Qa,b;i,j is a locally trivial �bration of rank a over Va,b;i,j;

� every Va,b;i,j is de�ned as the scheme

Va,b;i,j := (U1
a;i ×G4 U

3
b;j) ∩ ((G1 ×G1 r ∆)×G4).

Here {U1
a;i}i is a disjoint locally closed covering of

U1
a := {((Q1,W1), (Q4,W4)) ∈ G1 ×G4 s.t. dim Ext1((Q4,W4), (Q1,W1)) = a}

and analogously for U3
b;j ⊂ G1 × G4. In particular, {Va,b;i,j}a,b;i,j is a disjoint covering

of (G1 ×G1 r ∆)×G4 by locally closed subschemes.
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Proposition 7.4.6. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.7), respectively

(7.8), are satis�ed. Moreover, let us assume that (n1, k1) = (n2, k2) = (n3, k3). Let us denote

by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in in G−(αc;n, d, k), such that:

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) ' (Q2,W2) ' (Q3,W3);

(iii) their αc-canonical �ltration is of type (3, 1).

Then there is �nite family {R3;a;i = Grass(3, Ra;i)} for a ∈ N and i varying in �nite sets,

together with injective morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, ), such that

the images form a disjoint locally closed covering of G′. Each Ra;i is a locally trivial �bration

over Ua,i with �bers isomorphic to Ca and {Ua;i}i is a locally closed disjoint covering of

Ua := {((Q1,W1), (Q4,W4)) ∈ G1 ×G4 s.t. dim Ext1((Q4,W4), (Q1,W1)) = a}.

7.5 Canonical �ltration of type (2,1,1)

In this and in the next 2 sections we state for simplicity only the results that we will need
in the case (n, d, k) = (4, d, 1). In this case we will always have that either the �rst 3 objects
of the graded will be of the same type or the last 3 objects of the graded will be of the same
type. To be more precise, we will only need to consider the �rst possibility in the case of
canonical �ltrations of type (2,1,1), while we will only need to consider the second possibility
in the case of canonical �ltrations of type (2,1,1). In case (1,2,1) both possibilities will have
to be taken into account.

Proposition 7.5.1. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n1, k1) = (n2, k2) = (n3, k3)

and that

k1

n1
<
k

n
(7.9)

respectively that

k1

n1
>
k

n
. (7.10)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) 6' (Q2,W2) ' (Q3,W3);



7.5 Canonical �ltration of type (2,1,1) 133

(iii) their αc-canonical �ltration is of type (2, 1, 1).

Then there is a �nite family of schemes {Rla,b,c,d;i,j}l=1,2,3 for (a, b, c, d) ∈ N4 and i, j

varying in �nite sets (for a, b, c, d �xed), together with injective morphisms to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally

closed subschemes. Every scheme Rla,b,c,d;i,j comes with a triple of �brations:

Rla,b,c,d;i,j
φl−→ Ala,b,c,d;i,j

θl−→ Ua,b,c,d;i,j ⊂ G1 ×Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G3 ×G4

such that:

� φ1 has �bers isomorphic to Pb−1 r Pc−1, θ1 has �bers isomorphic to Pd−1 r Pa−2;

� φ2 has �bers isomorphic to Pb−1 r Pc−1, θ2 has �bers isomorphic to Pa−2;

� φ3 has �bers isomorphic to Pc−1, θ3 has �bers isomorphic to Pd−1 r Pa−2;

� ϕa;i has �bers isomorphic to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = a};

every Ua is a locally closed subscheme of G3 ×G4 and so are all the Ua;i's;

� {Ua,b,c,d;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c,d;i := {((Q1,W1), (E′′, V ′′)) ∈ G1 ×Ra;i s.t. dim Ext1((E′′, V ′′), (Q1,W1)) = b,

dim Ext1(ϕ̃a;i(E
′′, V ′′), (Q1,W1)) = c, dim Ext1((E′′, V ′′), ϕa;i(E

′′, V ′′)) = d,

ϕa;i(E
′′, V ′′) 6' (Q1,W1)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G4 and ϕa;i is the composition

of ϕa;i with the projection to G3. Every Ua,b,c,d;i is locally closed in G1×Ra;i and so are

all the Ua,b,c,d;i,j's.

Proposition 7.5.2. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n1, k1) = (n2, k2) = (n3, k3)

and that conditions (7.9), respectively (7.10), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;



134 7. Parametrization of coherent systems with non-unique Jordan-Hölder �ltration

(ii) (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {1, 2, 3};

(iii) their αc-canonical �ltration is of type (2, 1, 1).

Then there is a �nite family of schemes as follows:

(a) R1
a,b,c,d,e;i,j for (a, b, c, d, e) ∈ N5, (b, c) < (d, e) (with lexicographic order) and i, j varying

in �nite sets (for a, b, c, d, e �xed);

(b) R1
a,b,c,b,c;i,j/Z2 for (a, b, c) ∈ N3 and i, j varying in �nite sets (for a, b, c �xed);

(c) R2
a,b,c,d,e;i,j for (a, b, c, d, e) ∈ N5 and i, j varying in �nite sets (for a, b, c, d, e �xed).

Each such scheme comes with an injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every scheme Rla,b,c,d,e;i,j comes with a triple of �brations:

Rla,b,c,d,e;i,j
φl−→ Ala,b,c,d,e;i,j

θl−→ Ua,b,c,d,e;i,j ⊂ G1 ×G2 ×Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G3 ×G4

such that:

� φ1 has �bers isomorphic to Pb−1 r Pc−1, θ1 has �bers isomorphic to Pd−1 r Pe−1;

� φ2 has �bers isomorphic to Pb−1 r Pc−1, θ2 has �bers isomorphic to Pe−1;

� ϕa;i has �bers isomorphic to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = a};

every Ua is a locally closed subscheme of G3 ×G4 and so are all the Ua;i's;

� {Ua,b,c,d,e;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c,d,e;i := {((Q1,W1), (Q2,W2), (E′′, V ′′)) ∈ G1 ×G2 ×Ra;i s.t.

dim Ext1((E′′, V ′′), (Q1,W1)) = b, dim Ext1(ϕ̃a;i(E
′′, V ′′), (Q1,W1)) = c,

dim Ext1((E′′, V ′′), (Q2,W2)) = d, dim Ext1(ϕ̃a;i(E
′′, V ′′), (Q2,W2)) = e,

(Ql,Wl) 6' ϕa;i(E
′′, V ′′)∀ l = 1, 2, (Q1,W1) 6' (Q2,W2)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G4 and ϕa;i is the composition

of ϕa;i with the projection to G3. Every Ua,b,c,d,e;i is locally closed in G1×G2×Ra;i and

so are all the Ua,b,c,d,e;i,j's.
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There is an action of Z2 both on R1
a,b,c,b,c;i,j and on its base Ua,b,c,b,c;i,j given by

� ((Q1,W1), (Q2,W2), (E′′, V ′′)) 7→ ((Q2,W2), (Q1,W1), (E′′, V ′′));

� ([ν1], [ν2]) 7→ ([ν2], [ν1]).

Moreover, there exists a �nite locally closed disjoint Z2-invariant covering {Tl}l of Ua,b,c,b,c
and trivializations

R1
a,b,c,b,c;i,j |Tl

∼−→ Tl × (Pb−1 r Pc−1)× (Pb−1 r Pc−1)

that are compatible with the natural action of Z2 on

Tl × (Pb−1 r Pc−1)× (Pb−1 r Pc−1).

Proposition 7.5.3. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n1, k1) = (n2, k2) = (n3, k3)

and that conditions (7.9), respectively (7.10), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) ' (Q2,W2) 6' (Q3,W3);

(iii) their αc-canonical �ltration is of type (2, 1, 1);

Then there is a �nite family {Ra,b,c;i,j} of schemes for (a, b, c) ∈ N3 and i, j varying in

�nite sets (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b,c;i,j comes with a pair of �brations:

ϕa,b,c;i,j : Ra,b,c;i,j −→ Ua,b,c;i,j ⊂ G1 ×Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G3 ×G4,

such that:

� ϕa,b,c;i,j has �bers isomorphic to Grass(2, b)rGrass(2, c) and ϕa;i has �bers isomorphic

to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = a};

every Ua is a locally closed subscheme of G3 ×G4 and so are all the Ua;i's;
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� {Ua,b,c;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c;i := {((Q1,W1), (E′′, V ′′)) ∈ G1 ×Ra;i s.t. dim Ext1((E′′, V ′′), (Q1,W1)) = b,

dim Ext1(ϕ̃a;i(E
′′, V ′′), (Q1,W1)) = c, ϕa;i(E

′′, V ′′) 6' (Q1,W1)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G4 and ϕa;i is the composition

of ϕa;i with the projection to G3. Every Ua,b,c;i is locally closed in G1 ×Ra;i and so are

all the Ua,b,c;i,j's.

Proposition 7.5.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that conditions (7.9), respec-

tively (7.10), are satis�ed. Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k),

respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) ' (Q2,W2) ' (Q3,W3);

(iii) their αc-canonical �ltration is of type (2, 1, 1);

Then there is a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �-

nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b;i,j comes with a pair of �brations:

ϕa,b;i,j : Ra,b;i,j −→ Ua,b;i,j ⊂ Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G3 ×G4,

such that:

� ϕa,b;i,j has �bers isomorphic to Grass(2, b)rGrass(2, a− 1) and ϕa;i has �bers isomor-

phic to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = a};

every Ua is a locally closed subscheme of G3 ×G4 and so are all the Ua;i's;

� {Ua,b;i,j}j is a �nite locally closed disjoint covering of

Ua,b;i := {(E′′, V ′′) ∈ Ra;i s.t. dim Ext1((E′′, V ′′), ϕa;i(E
′′, V ′′)) = b},

where ϕa;i is the composition of ϕa;i with the projection to G3.
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7.6 Canonical �ltration of type (1,2,1)

Remark 7.6.1. In order to get a complete description of the Hodge-Deligne polynomials for
the moduli spaces G(α; 4, d, 1) we should need to compute also 8 polynomials associated to
various subcases for canonical �ltrations of type (1,2,1). Regrettably, we are able to give only
a geometric description of 4 subcases, as stated below. The 4 subcases that don't appear here
are still an open problem; to be more precise, we are able to give a point-wise description
having �xed a graded (see �12.2 for the details), but we are not able to get a global (or local)
description out of it.

Proposition 7.6.1. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n1, k1) = (n2, k2) = (n3, k3)

and that

k1

n1
<
k

n
(7.11)

respectively that

k1

n1
>
k

n
. (7.12)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q1,W1) ' (Q2,W2) 6' (Q3,W3);

(iii) their αc-canonical �ltration is of type (1, 2, 1).

Then there is a �nite family of schemes {Ra,b,c,d,e;i,j,k} for (a, b, c, d, e) ∈ N5 and i, j, k

varying in �nite sets (for a, b, c, d, e �xed), together with injective morphisms to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally

closed subschemes. Every scheme Ra,b,c,d,e;i,j,k comes with a �bration

ϕa,b,c,d,e;i,j,k : Ra,b,c,d,e;i,j,k −→ Ua,b,c,d,e;i,j,k ⊂ Ra,b;i,j

with �bers isomorphic to Pc−1 rPd+e−a−1. Every scheme Ra,b;i,j is obtained as follows. First

of all, we consider a cartesian diagram:
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Qa,b;i,j Q2
a;i R2

a;i

� �

Q3
b;j Ua,b;i,j U2

a;i ⊂ G2 ×G4

� �

R3
b;j U3

b;j ⊂ G3 ×G4 G4,

ψ3
b;j

θ3b;j

q3b;j

s3b;j

r3b;j

q2a;i

ψ2
a;i

ϕ3
b;j

θ2a;i

s2a;i

ϕ2
a;i

r2a;i

(7.13)

where:

� ϕ2
a;i is a projective �bration with �bers isomorphic to Pa−1 and {U2

a;i}i is a �nite locally

closed disjoint covering of

U2
a := {((Q2,W2), (Q4,W4)) ∈ G2 ×G4 s.t. dim Ext1((Q4,W4), (Q2,W2)) = a};

every U2
a is a locally closed subscheme of G2 × G4 and so are all the U2

a;i's; we denote

by p2
a;i and q

2
a;i the projections from U2

a;i to G2 and G4 respectively;

� analogously ϕ3
b;j is a projective �bration with �bers isomorphic to Pb−1 and {U3

b;j}j is a
�nite locally closed disjoint covering of

U3
b := {((Q3,W3), (Q4,W4)) ∈ G3 ×G4 s.t. dim Ext1((Q4,W4), (Q3,W3)) = b};

every U3
b is a locally closed subscheme of G3 × G4 and so are all the U3

b;j's; we denote

by p3
b;j and q

3
b;j the projections from U3

b;j to G3 and G4 respectively.

Then we de�ne

Va,b;i,j := {((Q2,W2), (Q3,W3), (Q4,W4)) ∈ Ua,b;i,j s.t. (Q2,W2) 6' (Q3,W3)}

and

Ra,b;i,j := Qa,b;i,j |Va,b;i,j .

Finally, {Ua,b,c,d,e;i,j,k}k is a �nite locally closed disjoint covering of

Ua,b,c,d,e;i,j := {(E′′, V ′′) ∈ Ra,b;i,j s.t. dim Ext1((E′′, V ′′), p2
a;i ◦ ϕ2

a;i ◦ s3
b;j ◦ θ3

b;j(E
′′, V ′′)) = c,



7.6 Canonical �ltration of type (1,2,1) 139

dim Ext1(s3
b;j ◦ θ3

b;j(E
′′, V ′′), p2

a;i ◦ ϕ2
a;i ◦ s3

b;j ◦ θ3
b;j(E

′′, V ′′)) = d,

dim Ext1(s2
a;i ◦ θ2

a;i(E
′′, V ′′), p2

a;i ◦ ϕ2
a;i ◦ s3

b;j ◦ θ3
b;j(E

′′, V ′′)) = e}.

Every Ua,b,c,d,e;i,j is locally closed in Ra,b;i,j and so are all the Ua,b,c,d,e;i,j,k's.

Proposition 7.6.2. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that

k2

n2
>
k

n
, (7.14)

respectively that

k2

n2
<
k

n
. (7.15)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) 6' (Q3,W3) ' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 2, 1).

Then there is a �nite family of schemes {Ra,b,c;i,j,k} for (a, b, c) ∈ N3 and i, j, k varying

in �nite sets (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k), respec-

tively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed

subschemes. Every scheme Ra,b,c;i,j,k comes with a �bration

ϕa,b,c;i,j,k : Ra,b,c;i,j,k −→ Ua,b,c;i,j,k ⊂ Ra,b;i,j
with �bers isomorphic to Pc−1 r Pb−2. Every scheme Ra,b;i,j is obtained as follows. First of

all, we consider a cartesian diagram:

Qa,b;i,j Q2
a;i R2

a;i

� �

Q3
b;j Ua,b;i,j U2

a;i ⊂ G1 ×G2

� �

R3
b;j U3

b;j ⊂ G1 ×G3 G1,

ψ3
b;j

θ3b;j

q3b;j

s3b;j

r3b;j

q2a;i

ψ2
a;i

ϕ3
b;j

θ2a;i

s2a;i

ϕ2
a;i

r2a;i

(7.16)

where:



140 7. Parametrization of coherent systems with non-unique Jordan-Hölder �ltration

� ϕ2
a;i is a projective �bration with �bers isomorphic to Pa−1 and {U2

a;i}i is a �nite locally

closed disjoint covering of

U2
a := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every U2
a is a locally closed subscheme of G1 × G2 and so are all the U2

a;i's; we denote

by p2
a;i and q

2
a;i the projections from U2

a;i to G2 and G1 respectively;

� analogously ϕ3
b;j is a projective �bration with �bers isomorphic to Pb−1 and {U3

b;j}j is a
�nite locally closed disjoint covering of

U3
b := {((Q1,W1), (Q3,W3)) ∈ G1 ×G3 s.t. dim Ext1((Q3,W3), (Q1,W1)) = b};

every U3
b is a locally closed subscheme of G1 × G3 and so are all the U3

b;j's; we denote

by p3
b;j and q

3
b;j the projections from U3

b;j to G3 and G1 respectively.

Then we de�ne

Va,b;i,j := {((Q1,W1), (Q2,W2), (Q3,W3)) ∈ Ua,b;i,j s.t. (Q2,W2) 6' (Q3,W3)}

and

Ra,b;i,j := Qa,b;i,j |Va,b;i,j .

Finally, {Ua,b,c;i,j,k}k is a �nite locally closed disjoint covering of

Ua,b,c;i,j := {(E2, V2) ∈ Ra,b;i,j s.t. dim Ext1(p3
b;j ◦ ϕ3

b;j ◦ s2
a;i ◦ θ2

a;i(E2, V2), (E2, V2)) = c}.

Every Ua,b,c;i,j is locally closed in Ra,b;i,j and so are all the Ua,b,c;i,j,k's.

Proposition 7.6.3. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that conditions (7.14), respectively (7.15), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) 6' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 2, 1);
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Then there is a �nite family {Ra,b,c;i,j} of schemes for (a, b, c) ∈ N3 and i, j varying in

�nite sets (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b,c;i,j comes with a pair of �brations:

ϕa,b,c;i,j : Ra,b,c;i,j −→ Ua,b,c;i,j ⊂ Ra;i ×G4,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

such that:

� ϕa,b,c;i,j has �bers isomorphic to Pb−1 r Pc−1 and ϕa;i is a grassmannian �bration with

�bers isomorphic to Grass(2, a);

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b,c;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c;i := {((E2, V2), (Q4,W4)) ∈ Ra;i ×G4 s.t. dim Ext1((Q4,W4), (E2, V2)) = b,

dim Ext1((Q4,W4), ϕa;i(E2, V2)) = c, ϕ̃a;i(E2, V2) 6' (Q4,W4)},

where ϕa;i is the composition of ϕa;i with the projection to G1 and ϕ̃a;i is the composition

of ϕa;i with the projection to G2. Every Ua,b,c;i is locally closed in Ra;i ×G4 and so are

all the Ua,b,c;i,j's.

Proposition 7.6.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that conditions (7.14), respectively (7.15), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) ' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 2, 1);

Then there is a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �-

nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b;i,j comes with a pair of �brations:
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ϕa,b;i,j : Ra,b;i,j −→ Ua,b;i,j ⊂ Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

such that:

� ϕa,b;i,j has �bers isomorphic to Pb−1 r Pa−3 and ϕa;i is a grassmannian �bration with

�bers isomorphic to Grass(2, a);

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b;i,j}j is a �nite locally closed disjoint covering of

Ua,b;i := {(E2, V2) ∈ Ra;i s.t. dim Ext1(ϕ̃a;i(E2, V2), (E2, V2)) = b},

where ϕ̃a;i is the composition of ϕa;i with the projection to G2. Every Ua,b;i is locally

closed in Ra;i and so are all the Ua,b;i,j's.

7.7 Canonical �ltration of type (1,1,2)

Proposition 7.7.1. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that

k2

n2
>
k

n
, (7.17)

respectively that

k2

n2
<
k

n
. (7.18)

Let us denote by G′ the set of all the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k),

such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) 6' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 1, 2).
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Then there is a �nite family {Ra,b,c,d;i,j} of schemes for (a, b, c, d) ∈ N4 and i, j varying

in �nite sets (for a, b, c, d �xed), together with injective morphisms to G+(αc;n, d, k), respec-

tively to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed

subschemes. Every scheme Ra,b,c,d;i,j comes with a triple of �brations:

Ra,b,c,d;i,j
φ1−→ Aa,b,c,d;i,j

φ2−→ Ua,b,c,d;i,j ⊂ Ra;i ×G4,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2

such that:

� φ1 has �bers isomorphic to Pd−1 r Pa−2, φ2 has �bers isomorphic to Pb−1 r Pc−1;

� ϕa;i has �bers isomorphic to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b,c,d;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c,d;i := {((E2, V2), (Q4,W4)) ∈ Ra;i ×G4 s.t. dim Ext1((Q4,W4), (E2, V2)) = b,

dim Ext1((Q4,W4), ϕ̃a;i(E2, V2)) = c, dim Ext1(ϕa;i(E2, V2), (E2, V2)) = d,

ϕa;i(E2, V2) 6' (Q4,W4)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G1 and ϕa;i is the composition

of ϕa;i with the projection to G2. Every Ua,b,c,d;i is locally closed in Ra;i×G4 and so are

all the Ua,b,c,d;i,j's.

Proposition 7.7.2. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that conditions (7.17), respectively (7.18), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4};

(iii) their αc-canonical �ltration is of type (1, 1, 2).

Then there is a �nite family of schemes as follows.
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(a) Ra,b,c,d,e;i,j for (a, b, c, d, e) ∈ N5 with (b, c) < (d, e) (with lexicographic order) and i, j

varying in �nite sets (for a, b, c, d, e �xed);

(b) Ra,b,c,b,c;i,j/Z2 for (a, b, c) ∈ N3 for and i, j varying in �nite sets (for a, b, c �xed).

Each such scheme comes with an injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Every scheme Ra,b,c,d,e;i,j comes with a triple of �brations:

Ra,b,c,d,e;i,j
φ1−→ Aa,b,c,d,e;i,j

φ2−→ Ua,b,c,d,e;i,j ⊂ Ra;i ×G3 ×G4,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2

such that:

� φ1 has �bers isomorphic to Pd−1 r Pe−1, φ2 has �bers isomorphic to Pb−1 r Pc−1;

� ϕa;i has �bers isomorphic to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b,c,d,e;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c,d,e;i := {((E2, V2), (Q3,W3), (Q4,W4)) ∈ Ra;i ×G3 ×G4 s.t.

dim Ext1((Q4,W4), (E2, V2)) = b, dim Ext1((Q4,W4), ϕ̃a;i(E2, V2)) = c,

dim Ext1((Q3,W3), (E2, V2)) = d, dim Ext1((Q3,W3), ϕ̃a;i(E2, V2)) = e,

(Ql,Wl) 6' ϕa;i(E2, V2) for l = 3, 4, (Q3,W3) 6' (Q4,W4)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G1 and ϕa;i is the composition

of ϕa;i with the projection to G2. Every Ua,b,c,d,e;i is locally closed in Ra;i×G3×G4 and

so are all the Ua,b,c,d,e;i,j's.

There is an action of Z2 both on Ra,b,c,b,c;i,j and on its base Ua,b,c,b,c;i,j given by

� ((E2, V2), (Q3,W3), (Q4,W4)) 7→ ((E2, V2), (Q4,W4), (Q3,W3));

� ([ν3], [ν4]) 7→ ([ν4], [ν3]).
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Moreover, there exists a �nite locally closed disjoint Z2-invariant covering {Tl}l of Ua,b,c,b,c
and trivializations

Ra,b,c,b,c|Tl
∼−→ Tl × (Pb−1 r Pc−1)× (Pb−1 r Pc−1)

that are compatible with the natural action of Z2 on

Tl × (Pb−1 r Pc−1)× (Pb−1 r Pc−1).

Proposition 7.7.3. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that conditions (7.17), respectively (7.18), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) 6' (Q3,W3) ' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 1, 2).

Then there is a �nite family {Ra,b,c;i,j} of schemes for (a, b, c) ∈ N3 and i, j varying in

�nite sets (for a, b, c �xed), together with injective morphisms to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b,c;i,j comes with a pair of �brations:

ϕa,b,c;i,j : Ra,b,c;i,j −→ Ua,b,c;i,j ⊂ Ra;i ×G3,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

such that:

� ϕa,b,c;i,j has �bers isomorphic to C2c ×Grass(2, b− c) and ϕa;i has �bers isomorphic to

Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b,c;i,j}j is a �nite locally closed disjoint covering of

Ua,b,c;i := {((E2, V2), (Q3,W3)) ∈ Ra;i ×G3 s.t. dim Ext1((Q3,W3), (E2, V2)) = b,

dim Ext1((Q3,W3), ϕ̃a;i(E2, V2)) = c, (Q3,W3) 6' ϕa;i(E2, V2)},

where ϕ̃a;i is the composition of ϕa;i with the projection to G1 and ϕa;i is the composition

of ϕa;i with the projection to G2. Every Ua,b,c;i is locally closed in Ra;i ×G3 and so are

all the Ua,b,c;i,j's.
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Proposition 7.7.4. Let us �x any triple (n, d, k), a critical value αc for it and a quadruple

(ni, di, ki)i=1,··· ,4 compatible with (αc;n, d, k). Let us assume that (n2, k2) = (n3, k3) = (n4, k4)

and that conditions (7.17), respectively (7.18), are satis�ed. Let us denote by G′ the set of all

the (E, V )'s in G+(αc;n, d, k), respectively in G−(αc;n, d, k), such that

(i) they have graded at αc given by ⊕4
i=1(Qi,Wi) of type (ni, di, ki)i=1,··· ,4;

(ii) (Q2,W2) ' (Q3,W3) ' (Q4,W4);

(iii) their αc-canonical �ltration is of type (1, 1, 2).

Then there is a �nite family {Ra,b;i,j} of schemes for (a, b) ∈ N2 and i, j varying in �-

nite sets (for a, b �xed), together with injective morphisms to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), such that the images form a disjoint covering of G′ by locally closed sub-

schemes. Each scheme Ra,b;i,j comes with a pair of �brations:

ϕa,b;i,j : Ra,b;i,j −→ Ua,b;i,j ⊂ Ra;i,

ϕa;i : Ra;i −→ Ua;i ⊂ G1 ×G2,

such that:

� ϕa,b;i,j has �bers isomorphic to C2a−2×Grass(2, b−a+1) and ϕa;i has �bers isomorphic

to Pa−1;

� Ua;i is a �nite locally closed disjoint covering of

Ua := {((Q1,W1), (Q2,W2)) ∈ G1 ×G2 s.t. dim Ext1((Q2,W2), (Q1,W1)) = a};

every Ua is a locally closed subscheme of G1 ×G2 and so are all the Ua;i's;

� {Ua,b;i,j}j is a �nite locally closed disjoint covering of

Ua,b;i := {(E2, V2) ∈ Ra;i s.t. dim Ext1(ϕa;i(E2, V2), (E2, V2)) = b},

where ϕa;i is the composition of ϕa;i with the projection to G2. Every Ua,b;i is locally

closed in Ra;i and so are all the Ua,b;i,j's.



Chapter 8

Hodge-Deligne polynomials

We use Deligne's extension of Hodge theory which applies to varieties which are not nec-
essarily compact, projective or smooth (see [D1], [D2] and [D3]). We start by giving a review
of the notions of pure Hodge structure, mixed Hodge structure, Hodge�Deligne and Hodge�
Poincaré polynomials.

De�nition 8.0.1. A pure Hodge structure of weight m is given by a �nite dimensional Q�
vector space HQ and a �nite decreasing �ltration F p of H = HQ ⊗ C

H ⊃ . . . ⊃ F p ⊃ . . . ⊃ (0),

called the Hodge �ltration, such that H = F p ⊕ Fm−p+1 for all p. When p+ q = m, if we set
Hp,q = F p ∩F q, the condition H = F p⊕Fm−p+1 for all p implies an equivalent de�nition for
a pure Hodge structure, that is, a decomposition

H =
⊕

p+q=m

Hp,q

such that Hp,q = Hq,p. The relation between the two equivalent de�nitions is the follow-
ing. Given a �ltration {F p}p, we obtain a decomposition by considering Hp,q = F p ∩ F q.
Conversely, given a decomposition {Hp,q}p,q, this de�nes a �ltration as above by F p =⊕

i≥pH
i,m−i.

The n-th cohomology group of a smooth projective variety Hn(X) carries a pure Hodge
structure of weight n. If Ω•X denotes the complex of holomorphic di�erential forms, and
(Ω•X)≥p is the subcomplex of forms of degree greater than or equal to p, then Hn(X,C) =

H(X,Ω•X). The role of the Hodge �ltration is played here by the following �ltration:

F p = Im(Hn(X, (Ω•X)≥p)→ Hn(X,Ω•X)).

A morphism of Hodge structures is a map fQ : HQ → H ′Q such that fC(F pH) ⊂ F pH ′ for
all p, where fC = fQ ⊗ C and F pH is the p-th element in the Hodge �ltration of H. When
the Hodge structures have the same weight, fQ strictly preserves the �ltration, that is

fC(F pH) = Im(fC) ∩ F pH ′.
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De�nition 8.0.2. A mixed Hodge structure consists of a �nite dimensional Q-vector space
HQ, an increasing �ltration Wl of HQ, called the weight �ltration

. . . ⊂Wl ⊂ . . . ⊂ HQ,

and a Hodge �ltration F p of H = HQ⊗C, such that the �ltrations F pGrWl induced by F p on

GrWl = (WlHQ/Wl−1HQ)⊗ C = WlH/Wl−1H

give a pure Hodge structure of weight l to that object. Here F pGrWl is given by

(WlH ∩ F p +Wl−1H)/Wl−1H.

A morphism of type (r, r) between mixed Hodge structures, HQ with �ltrations Wm and
F p, and H ′Q with W ′l and F

′q, is given by a linear map

L : HQ → H ′Q

satisfying L(Wm) ⊂ W ′m+2r and L(F p) ⊂ F ′p+r. Any such morphism is then strict in the
sense that L(F p) = Im(L) ∩ F ′p+r, and the same for the weight �ltration.

De�nition 8.0.3. A morphism of type (0, 0) between mixed Hodge structures, is called a

morphism of mixed Hodge structures.

Deligne proved that for every complex variety X (not necessarily irreducible, smooth
or projective) the cohomology groups Hk(X,Q) and the cohomology groups with compact
support Hk

c (X,Q) carry natural mixed Hodge structures (see [D1], [D2] and [D3]). Associated
to the Hodge �ltration and the weight �ltration we can consider the quotientsGrWl = Wl/Wl−1

and GrpFGr
W
l = F pGrWl /F

p+1GrWl , and analogously for the cohomology groups with compact
support. Then we can de�ne the Hodge-Deligne numbers of X as follows.

De�nition 8.0.4. For a complex algebraic variety X, not necessarily smooth, compact or
irreducible, we de�ne its Hodge-Deligne numbers as

hp,q(Hk
c (X)) := dimGrpFGr

W
p+qH

k
c (X).

Then we introduce the following Euler characteristic:

χcp,q(X) :=
∑
k

(−1)khp,q(Hk
c (X)). (8.1)

Analogously, we write χp,q(X) for the Euler characteristic (8.1) of H•(X). If X is smooth
of dimension n, then Poincaré duality tells us that

χcp,q(X) = χn−p,n−q(X).

We are now ready to de�ne the Hodge�Deligne polynomial.
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De�nition 8.0.5 ([DK]). For any complex algebraic variety X, we de�ne its Hodge-Deligne
polynomial (or virtual Hodge polynomial) as:

HD(X)(u, v) :=
∑
p,q

(−1)p+qχcp,q(X)upvq ∈ Z[u, v].

Danilov and Khovanski�i ([DK]) observed that HD(X)(u, v) coincides with the classical
Hodge polynomial when X is smooth and projective. Indeed, under these hypotheses, the
mixed Hodge structure on Hk

c (X) is pure of weight k, so

GrWmH
k
c (X) =

{
Hk(X) if m = k

0 if m 6= k.

Then

HD(X)(u, v) =
∑
p,q

hp,q(X)upvq, (8.2)

where hp,q(X) = hp,q(Hp+q(X)) are the classical Hodge numbers of X and (8.2) the classical
Hodge polynomial.

We may de�ne another polynomial using the Euler characteristic χp,q(X) for rational
cohomology groups without compact support. As we have already said Deligne proved that
these groups carry a natural mixed Hodge structure.

De�nition 8.0.6. For a complex algebraic variety X, not necessarily smooth, compact or
irreducible, we de�ne its Hodge-Poincaré numbers as

hp,q(Hk(X)) := dim GrpFGr
W
p+qH

k(X).

We are ready now to de�ne the Hodge-Poincaré polynomial.

De�nition 8.0.7. For any complex algebraic variety X, we de�ne its Hodge�Poincaré poly-

nomial as

HP (X)(u, v) :=
∑
p,q

(−1)p+qχp,q(X)upvq =
∑
p,q,k

(−1)p+q+khp,q(Hk(X))upvq.

Remark 8.0.1. When our algebraic variety X is smooth, Poincaré duality gives us the following
functional identity relating Hodge-Deligne and Hodge-Poincaré polynomials

HD(X)(u, v) = (uv)dimCX ·HP (X)(u−1, v−1) (8.3)

where dimCX denotes the complex dimension of X. If X is not only smooth, but also pro-
jective, then its Hodge-Deligne polynomial coincides with the Hodge-Poincaré polynomial, so
the in this case Poincaré duality can be stated as:

HD(X)(u, v) = (uv)dimCX · HD(X)(u−1, v−1) (8.4)
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Let bk(X) = dim Hk(X) be the k-th Betti number of the variety X and let PX(t) =∑
k b

k(X)tk be its Poincaré polynomial. If X is not only smooth, but also projective, the
Betti numbers of X satisfy

bk(X) =
∑
p+q=k

hp,q(Hk(X)), (8.5)

so that

PX(t) =
∑
k

bk(X)tk = HD(X)(t, t) = HP (X)(t, t). (8.6)

We list below some very useful properties of Hodge-Deligne polynomials that we will need
in the following chapter.

Theorem 8.0.5. ([D3, proposition 8.3.9], see also [MOVG, theorem 2.2]) Let X be a complex

variety. Let us suppose that X is a �nite disjoint union X = qiXi, where the Xi's are locally

closed subvarieties. Then

HD(X)(u, v) =
∑
i

HD(Xi)(u, v).

We recall some known formulae; if not otherwise stated, a reference for them is [M, �2].

(a) For the complex projective space Pn−1 we have

HD(Pn−1) = 1 + uv + (uv)2 + · · ·+ (uv)n−1 =
1− (uv)n

1− uv
.

(b) For the a�ne space Cn we have

HD(Cn) = (uv)n.

(c) If we denote by JdC the d-th jacobian of any smooth projective irreducible complex curve
C of genus g, then

HD(JdC) = (1 + u)g(1 + v)g.

(d) The Hodge-Deligne polynomial of the Grassmannian Gr(k,N) is given by

HD(Gr(k,N)) =
(1− (uv)N−k+1) · · · · · (1− (uv)N−1)(1− (uv)N )

(1− uv) · · · · · (1− (uv)k−1)(1− (uv)k)
.

This formula is still correct when N < k, since in this case the Grassmannian is empty
and the previous expression is equal to zero, that is the Hodge-Deligne polynomial of the
empty scheme.
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(e) For any pair of integers k,N , let us de�ne

F (k,N) := {(v1, · · · , vk) ∈ CN s.t. the vi's are linearly independent in CN}.

By the proof of [MOVG2, lemma 2.5], we get that

HD(F (k,N)) = ((uv)N − (uv)k−1) · · · ((uv)N − uv)((uv)N − 1) =

= (uv)k(k−1)/2((uv)N−k+1 − 1) · · · ((uv)N−1 − 1)((uv)N − 1).

(f) Let us suppose that π : Z → Y is an algebraic �ber bundle with �ber F which is locally
trivial in the Zariski topology, then

HD(Z) = HD(F ) · HD(Y ).

In particular this is true for Z = F × Y .

(g) Let us suppose that π : Z → Y is a map between quasi-projective varieties which is a
locally trivial �ber bundle in the usual topology, with �bers given by projective spaces
F = PN for some N > 0. Then:

HD(Z) = HD(F ) · HD(Y ).

(h) Let M be a smooth projective variety. Consider the algebraic variety Z = (M ×M)/Z2,
where Z2 acts as (x, y) 7→ (y, x). Then by [MOVG2, lemma 2.6] the Hodge-Deligne
polynomial of Z is:

HD(Z)(u, v) =
1

2

(
(HD(M)(u, v))2 +HD(M)(−u2,−v2)

)
.

We also state and prove a lemma on the same lines as [MOVG2, lemma 2.6] in the case
when we have an action of the symmetric group S3.

Lemma 8.0.6. Let M be a smooth projective variety. Let us consider the algebraic variety

Z = (M ×M ×M)/S3, where S3 acts by permutations. Then the Hodge-Deligne polynomial

of Z is given by:

1

6
(HD(M)(u, v))3 +

1

2
HD(M)(−u2,−v2) · HD(M)(u, v) +

1

3
HD(M)(u3, v3).

Since we are assuming thatM is smooth and projective, then hp,q(Hk(M)) = 0 if p+q 6= k.
So the same is true for Z = (M ×M ×M)/S3; hence

HD(M)(t, t) =
1

6
(PZ(t))3 +

1

2
PZ(−t2) · PZ(t) +

1

3
PZ(t3)

is equal to the Poincaré polynomial of Z, in agreement with the formula given at the end of
[Mac].
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Proof. The cohomology of Z is given by

H∗(Z) = H∗(M ×M ×M)S3 = (H∗(M)⊗H∗(M)⊗H∗(M))S3 .

This is an equality of Hodge structures. Since M is smooth and projective, the Hodge
structure of M is of pure type, so also the Hodge structure of Z is of pure type. Moreover,
for all (p, q) ∈ N2

0:

Hp,q(Z) =

 ⊕
p1+p2+p3=p
q1+q2+q3=q

Hp1,q1(M)⊗Hp2,q2(M)⊗Hp3,q3(M)


S3

.

Now let us describe what is the action of S3 on such a space. Let us �x any triple
(pi, qi)i=1,2,3 and let us denote by αi any object in Hpi,qi(M). Then

(1 2)α1 ⊗ α2 ⊗ α3 = (−1)(p1+q1)(p2+q2)α2 ⊗ α1 ⊗ α3

and

(2 3)α1 ⊗ α2 ⊗ α3 = (−1)(p2+q2)(p3+q3)α1 ⊗ α3 ⊗ α2.

Since the cycle (1 3) can be obtained as the composition (1 2) ◦ (2 3) ◦ (1 2), we have:

(1 3)α1 ⊗ α2 ⊗ α3 = (1 2) ◦ (2 3)(−1)(p1+q1)(p2+q2)α2 ⊗ α1 ⊗ α3 =

= (1 2)(−1)(p1+q1)(p2+q2)+(p1+q1)(p3+q3)α2 ⊗ α3 ⊗ α1 =

= (−1)(p1+q1)(p2+q2)+(p1+q1)(p3+q3)+(p2+q2)(p3+q3)α3 ⊗ α2 ⊗ α1.

Analogously, the cycle (1 2 3) can be obtained as the composition (2 3) ◦ (1 2), so we have:

(1 2 3)α1 ⊗ α2 ⊗ α3 = (2 3)(−1)(p1+q1)(p2+q2)α2 ⊗ α1 ⊗ α3 =

= (−1)(p1+q1)(p2+q2)+(p1+q1)(p3+q3)α2 ⊗ α3 ⊗ α1.

Moreover, the cycle (1 3 2) can be obtained as the composition (1 2) ◦ (2 3), so we have:

(1 3 2)α1 ⊗ α2 ⊗ α3 = (1 2)(−1)(p2+q2)(p3+q3)α1 ⊗ α3 ⊗ α2 =

= (−1)(p2+q2)(p3+q3)+(p1+q1)(p3+q3)α3 ⊗ α1 ⊗ α2.

Now for every triple (pi, qi)i=1,2,3 and for every σ ∈ S3 let us de�ne sgn(σ, p1, q1, p2, q2, p3, q3)

as +1 or −1 according to the previous description. For σ = id we set sgn(σ, · · · ) = 1 Then for
every triple αi for i = 1, 2, 3 as before, we get that the object

f(α1, α2, α3) :=
∑
σ∈S3

sgn(σ, p1, q1, p2, q2, p3, q3)ασ(1) ⊗ ασ(2) ⊗ ασ(3) (8.7)

is invariant under the action of S3. If (pi, qi) 6= (pj , qj) for every i 6= j ∈ {1, 2, 3} and if every
αi is non-zero, then this object is also non-zero. If some of the (pi, qi)'s are equal, we will give
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a more precise description below.

Now let us de�ne the following spaces.

� If we �x any unordered triple (pi, qi)i=1,2,3 such that (pi, qi) 6= (pj , qj) for all i 6= j ∈
{1, 2, 3}, then we set

Hp1,q1,p2,q2,p3,q3 :=
⊕
σ∈S3

Hpσ(1),qσ(1)(M)⊗Hpσ(2),qσ(2)(M)⊗Hpσ(3),qσ(3)(M).

� For every pair (p, q) we de�ne

Hp,q
1 :=

⊕
(p1,q1)+(p2,q2)+(p3,q3)=(p,q)

(p1,q1)<(p2,q2)<(p3,q3)

Hp1,q1,p2,q2,p3,q3 ,

where we use < to denote the strict lexicographic order.

� For every ordered pair (pi, qi)i=1,3 such that (p1, q1) 6= (p3, q3) we set

Hp1,q1,p3,q3 := Hp1,q1(M)⊗Hp1,q1(M)⊗Hp3,q3(M)⊕

⊕Hp1,q1(M)⊗Hp3,q3(M)⊗Hp1,q1(M)⊕Hp3,q3(M)⊗Hp1,q1(M)⊗Hp1,q1(M).

� For every (p, q) we de�ne

Hp,q
2 :=

⊕
(2p1,2q1)+(p3,q3)=(p,q)

(p1,q1)6=(p3,q3)

Hp1,q1,p3,q3 .

� For every (p1, q1) we set

Hp1,q1 := Hp1,q1(M)⊗Hp1,q1(M)⊗Hp1,q1(M)

� For every (p, q) such there exists (p1, q1) with (3p1, 3q1) = (p, q), we set Hp,q
3 := Hp1,q1 ;

in the opposite case we set Hp,q
3 := {0}.

Then we get that

Hp,q(Z) = (Hp,q
1 ⊕Hp,q

2 ⊕Hp,q
3 )

S3 =

=
⊕

(p1,q1)+(p2,q2)+(p3,q3)=(p,q)
(p1,q1)<(p2,q2)<(p3,q3)

(Hp1,q1,p2,q2,p3,q3)S3
⊕ ⊕

(2p1,2q1)+(p3,q3)=(p,q)
(p1,q1)<(p3,q3)

(Hp1,q1,p3,q3)S3
⊕

(Hp,q
3 )S3 .

Now let us describe a basis for the S3-invariant parts of all these spaces.
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� Let us suppose that (pi, qi) 6= (pj , qj) for i 6= j ∈ {1, 2, 3} and let us denote by αi any
non-zero object in Hpi,qi(M). Then every object of the form (8.7) is invariant under the
action of S3 and non-zero. Therefore, if we write hpi,qi := dim Hpi,qi(M) for i = 1, 2, 3,
then any base for (Hp1,q1,p2,q2,p3,q3)S3 has cardinality

hp1,q1hp2,q2hp3,q3 .

Since Hp,q
1 is de�ned as the direct sum over all Hp1,q1,p2,q2,p3,q3 such that (p1, q1) <

(p2, q2) < (p3, q3), then we have that

dim(Hp,q
1 )S3 =

∑
(p1,q1)+(p2,q2)+(p3,q3)=(p,q)

(p1,q1)<(p2,q2)<(p3,q3)

hp1,q1hp2,q2hp3,q3 =

=
1

6

∑
(p1,q1)+(p2,q2)+(p3,q3)=(p,q)

(pi,qi)6=(pj,qj) for i 6=j

hp1,q1hp2,q2hp3,q3 .

� Let us suppose that (p1, q1) = (p2, q2) 6= (p3, q3) and let us assume that {α1
i }i=1,··· ,hp1,q1

is a basis for Hp1,q1(M) = Hp2,q2(M) and that {α3
k}k=1,··· ,hp3,q3 is a basis for Hp3,q3 .

Then the family

{f(α1
i , α

1
j , α

3
k)} i 6=j∈{1,··· ,hp1,q1}

k∈{1,··· ,hp3,q3}

is a partial basis for (Hp1,q1,p3,q3)S3 . Since the pair (i, j) (with i 6= j) is an unordered
pair, the cardinality of such a set is

hp1,q1(hp1,q1 − 1)

2
hp3,q3 .

Then we need also to consider what happens when i = j: if we set α1 = α2 := α1
i and

α3 =: α3
k for some i, k, then the previous identities give the following results.

(1 2)α1
i ⊗ α1

i ⊗ α3
k = (−1)(p1+q1)α1

i ⊗ α1
i ⊗ α3

k,

(2 3)α1
i ⊗ α1

i ⊗ α3
k = (−1)(p1+q1)(p3+q3)α1

i ⊗ α3
k ⊗ α1

i ,

(1 3)α1
i ⊗ α1

i ⊗ α3
k = (−1)(p1+q1)(p1+q1)+(p1+q1)(p3+q3)+(p1+q1)(p3+q3)α3

k ⊗ α1
i ⊗ α1

i =

= (−1)(p1+q1)α3
k ⊗ α1

i ⊗ α1
i .

(1 2 3)α1
i ⊗ α1

i ⊗ α3
k = (−1)(p1+q1)(p1+q1)+(p1+q1)(p3+q3)α1

i ⊗ α3
i ⊗ α3

i .
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(1 3 2)α1
i ⊗ α1

i ⊗ α3
k = (−1)(p1+q1)(p3+q3)+(p1+q1)(p3+q3)α3

k ⊗ α1
i ⊗ α1

i = α3
k ⊗ α1

i ⊗ α1
i .

So in order to get a non-zero invariant form out of α1
i and α

3
k the only possibility is to

assume that (p1 + q1) is even. In that case the object

α1
i ⊗ α1

i ⊗ α3
k + α1

i ⊗ α3
k ⊗ α1

i + α3
k ⊗ α1

i ⊗ α1
i

is non-zero and S3-invariant. So we conclude that a basis for (Hp1,q1,p3,q3)S3 has cardi-
nality

hp1,q1(hp1,q1 − 1)

2
hp3,q3

if p1 + q1 is odd and

hp1,q1(hp1,q1 − 1)

2
hp3,q3 + hp1,q1hp3,q3

if p1 +q1 is even. A formula that takes into account both cases at the same time is given
by

(hp1,q1)2hp3,q3

2
+ (−1)p1+q1 h

p1,q1hp3,q3

2
.

Since Hp,q
2 is de�ned as the direct sum over all Hp1,q1,p3,q3 such that (p1, q1) 6= (p3, q3),

then we have that

dim(Hp,q
2 )S3 =

∑
(2p1,2q1)+(p3,q3)=(p,q)

(p1,q1)6=(p3,q3)

(
(hp1,q1)2hp3,q3

2
+ (−1)p1+q1 h

p1,q1hp3,q3

2

)
=

=
1

6

∑
(p1,q1)+(p2,q2)+(p3,q3)=(p,q)

(pi,qi)=(pj,qj)6=(pk,qk)

hp1,q1hp2,q2hp3,q3 +
1

2

∑
(2p1,2q1)+(p3,q3)=(p,q)

(p1,q1)6=(p3,q3)

(−1)p1+q1hp1,q1hp3,q3 .

� Let us assume that (p1, q1) = (p2, q2) = (p3, q3) and that {α1
i }i=1,··· ,hp1,q1 is a basis for

Hp1,q1(M) = Hp2,q2 = Hp3,q3(M). Then the family

{f(α1
i , α

1
j , α

1
k)}i 6=j 6=k,i6=k∈{1,··· ,hp1,q1}

is a partial basis for (Hp1,q1)S3 = (H3p1,3q1
3 )S3 ; since the order of i, j, k is not important,

the cardinality of such a set is equal to

hp1,q1(hp1,q1 − 1)(hp1,q1 − 2)

6
=

(hp1,q1)3 − 3(hp1,q1)2 + 2hp1,q1

6
.
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If some (possibly all) indices i, j, k are equal, again we can get a non-zero invariant if
and only if p1 + q1 is even. In that case we will have to take into account objects of the
form

α1
i ⊗ α1

i ⊗ α1
k + α1

i ⊗ α1
k ⊗ α1

i + α1
k ⊗ α1

i ⊗ α1
i (8.8)

for all i 6= k ∈ {1, · · · , hp1,q1} and

α1
i ⊗ α1

i ⊗ α1
i (8.9)

for all possible values of i. Since i and k don't play the same role in (8.8), then the
number of objects of type (8.8) or (8.9) is equal to

hp1,q1(hp1,q1 − 1) + hp1,q1 = (hp1,q1)2

So if p1 + q1 is odd, then the dimension of (Hp1,q1)S3 = (H3p1,3q1
3 )S3 is equal to

(hp1,q1)3 − 3(hp1,q1)2 + 2hp1,q1

6
.

If p1 + q1 is even, then the dimension is given by:

(hp1,q1)3 − 3(hp1,q1)2 + 2hp1,q1

6
+ (hp1,q1)2.

A common formula for both values is the following

dim(H3p1,3q1
3 )S3 =

(hp1,q1)3

6
+ (−1)p1+q1 (hp1,q1)2

2
+
hp1,q1

3
.

By summing everything we get:

HD(Z)(u, v) =
∑
(p,q)

hp,q(Z)upvq =

=
1

6

∑
(p1,q1),(p2,q2),(p3,q3)

hp1,q1hp2,q2hp3,q3up1+p2+p3vq1+q2+q3+

+
∑

(p1,q1),(p3,q3)

(−1)p1+q1 h
p1,q1hp3,q3

2
u2p1+p3v2q1+q3 +

1

3

∑
(p1,q1)

hp1,q1u3p1v3q1 =

=
1

6
(HD(M)(u, v))3 +

1

2
HD(M)(−u2,−v2) · HD(u, v) +

1

3
HD(u3, v3).
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If d is odd, then the Hodge-Deligne polynomial of the moduli space M(2, d) = M s(2, d) =

M ss(2, d) of stable vector bundles of rank 2 and degree d can be found, for example, in [MOVG,
proposition 8.1]:

HD(M(2, d)) =
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)(1− (uv)2)
. (8.10)

If d is even then the Hodge-Deligne polynomial of M s(2, d) can be found in [MOVG2,
theorem A]:

HD(M s(2, d)) =
1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

− (1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
. (8.11)

Since these polynomials do not depend on d, but only the parity of d, we denote them by
HD(M(2, odd)) and HD(M(2, even)) respectively.

If d 6≡ 0 mod 3, then the formula for the Hodge-Deligne polynomial of M(3, d) = M s(3, d)

can be obtained by combining lemma 3 and corollary 5(b) in [EK] and is given as follows.

HD(M(3, d)) = (1 + u)g(1 + v)g
1

(1− uv)(1− u2v2)2(1− u3v3)
·

·
(
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
)
. (8.12)

There is a similar formula in [M, theorem 1.2] but some of the signs are di�erent. The au-
thor con�rms that those signs are wrong and that the version in [EK] should be the correct one.

We recall also 2 results about moduli spaces of stable pairs (holomorphic triples). We
recall that for every coherent system (E, V ) of type (n, d, 1) we can associate an holomorphic
triple (E1, E2, φ) of type (n, 1, d, 0) with E2 = OC⊗V . Whenever (E, V ) is stable for a certain
value of α, the corresponding triple is stable for an associated value of the stability parameter
σ, and conversely. The values of the stability parameter σ for which the moduli spaces Nσ of
σ-stable holomorphic triples are non-empty consist of an interval [σm, σM ], and we have the
following results.

Proposition 8.0.7. ([MOVG, theorem 6.2]) Let C be a smooth projective curve of genus g ≥ 2

and let us consider the moduli space Nσ = Nσ(2, 1, d1, d2), for a non-critical value σ > σm.

Set d0 =
⌈

1
3(σ + d1 + d2)

⌉
. Then the Hodge-Deligne polynomial of Nσ is

HD(Nσ) = coeff
x0

[
(1 + u)2g(1 + v)2g(1 + ux)g(1 + vx)g

(1− uv)(1− x)(1− uvx)xd1−d2−d0
·

(
(uv)d1−d2−d0

1− (uv)−1x
− (uv)−d1+g−1+2d0

1− (uv)2x

)]
.
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Proposition 8.0.8. ([M, theorem 6.5]) Let σ > σm be a non-critical value. Set n0 =

dσ+d1+d2
2 e and n̄0 = 2bn0+1

2 c. Then the Hodge polynomial of Nσ = Nσ(3, 1, d1, d2) is

HD(Nσ) = (1 + u)2g(1 + v)2g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)xd1−d2
·

·

[(
(uv)2d1−2d2−2n0xn0

1− (uv)−2x
− (uv)2g−2−2d1+3n0xn0

1− (uv)3x

)
·(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
+

+
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)

(
(uv)2d1−2d2−2n̄0+1xn̄0

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g−2−2d1+3n̄0xn̄0

(1− (uv)3x)(1− (uv)2x)
+

−(1 + uv)(uv)g−1−d2+n̄0/2xn̄0

(1− (uv)2x)(1− (uv)−1x)

)]
.

We will need also some results from [GM] about some moduli spaces GL(n, d, k) of α-stable
coherent systems for α large.

Theorem 8.0.9. [GM, theorem 8.19] The Hodge-Deligne polynomial of the moduli space

GL(n, d, k) for (n− k, d) = (2, d) = 1 is

HD(GL(n, d, k)) = (1 + u)g(1 + v)g · (1 + u2v)g(1 + uv2)g − ugvg(1 + u)g(1 + v)g

(1− uv)(1− u2v2)
·

·(1− (uv)2(g−1)+d−k+1) · . . . · (1− (uv)2(g−1)+d)

(1− uv) · . . . · (1− (uv)k)
.

A formula for GL(n, d, k) for (n− k, d) = (2, d) 6= 1 appears in [GM, theorem 8.20], but it
seems that it is incorrect. A corrected (and still unpublished) version of that formula by the
same author is known in the case n = 3. We are not going to use this formula, we will only
compare it with our approach in a special case, described below.

Theorem 8.0.10. (Cristian Gonzalez-Martinez) The Hodge-Deligne polynomial of the moduli

space GL(3, d, 1) for d even and g ≥ 3−d
2 is:

HD(GL(3, d, 1)) =
(1 + u)g(1 + v)g

u3v3(uv − 1)3(uv + 1)

(
(uv)4+g(1 + u)g(1 + v)g+

−(uv)d+3g+2(1 + u)g(1 + v)g + (uv)d+2g(−1 + (uv)g − (uv)g(1 + u)g(1 + v)g)+

+(uv)2+d+2g(1− (uv)g + (uv)g(1 + u)g(1 + v)g) + (−(uv)d/2+2g+3 + (uv)d/2+3g+3+

−(uv)d/2+2g+3(1 + u)g(1 + v)g − (1 + u2v)g(1 + uv2)g)+

−(uv)d/2+2g+1(−1 + (uv)g − (1 + u)g(1 + v)g − (uv)d/2(1 + u2v)g(1 + uv2)g)
)
.

As a corollary of this theorem, the following explicit formula is known.
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Corollary 8.0.11. (Cristian Gonzalez-Martinez) The Hodge-Deligne polynomial of the moduli

space GL(3, 2, 1) for g = 2 is given by

= 1 + 2u+ 2v + u2 + v2 + 6uv + 8u2v + 8uv2 + 6u3v + 6uv3 + 21u2v2 + 2u4v + 2uv4+

+26u3v2 + 26u2v3 + 50u3v3 + 17u4v2 + 17u2v4 + 52u4v3 + 52u3v4 + 6u5v2 + 6u2v5+

+u6v2 + 28u5v3 + 74u4v4 + 28u3v5 + u2v6 + 6u6v3 + 6u3v6 + 52u5v4 + 52u4v5+

+17u6v4 + 17u4v6 + 50u5v5 + 26u6v5 + 26u5v6 + 2u7v4 + 2u4v7 + 21u6v6 + 6u7v5+

+ 6u5v7 + 8u7v6 + 8u6v7 + 6u7v7 + u8v6 + u6v8 + 2u8v7 + 2u7v8 + u8v8 (8.13)

and therefore the Poincaré polynomial of the moduli space GL(3, 2, 1) for g = 2 is given by

PGL(3,2,1)(t) = 1 + 4t+ 8t2 + 16t3 + 33t4 + 56t5 + 85t6 + 116t7+

+132t8 + 116t9 + 84t10 + 56t11 + 33t12 + 16t13 + 8t14 + 4t15 + t16.

We will need also to use the Hodge-Deligne polynomials of the moduli spaces G(α; 1, d, 1)

for d ≥ 0 and any α ∈ R≥0. Since there are no critical values for (1, d, 1)), those spaces are
usually simply denoted by G(1, d, 1). If d is bigger than zero, we use the following lemma:

Lemma 8.0.12. For every positive integer d and for every positive real number α, we can

identify G(α; 1, d, 1) = G(1, d, 1) with the symmetric product C(d).

If the genus g is equal to 0, this is proposition 2.1 in [LN].

Proof. First of all, we recall that for every positive integer d there exists a well-known mor-
phism, the Abel-Jacobi map:

AJ : C(d) −→ JdC

that associates to every e�ective divisor D = P1 + · · ·+ Pd of degree d the line bundle O(D).
Then for every line bundle L of degree d, AJ−1(L) is the set of e�ective divisors D such
that L ' O(D). Now every such D is in bijection with a section s 6= 0 of L, up to scalar
multiples, i.e. it is in bijection with a subvector space V ⊆ H0(L) of dimension 1. Therefore,
we can identify the points of C(d) with coherent systems (L, V ) of type (1, d, 1). Now each
such coherent system is automatically α-stable for every positive real number α, so we get the
required identi�cation.

Now we recall that by [M, �2], for every smooth projective irreducible curve C and for
every d ≥ 1, the Hodge-Deligne polynomial of the symmetric product C(d) = SymdC is given
by

HD(C(d)) = coeff
x0

(1 + ux)g(1 + vx)gx−d

(1− x)(1− uvx)
. (8.14)
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Then this formula computes the Hodge-Deligne polynomial of G(1, d, 1) whenever d ≥ 1.
When d = 0, then the only coherent system (E, V ) of type (1, 0, 1) is (O, H0(O) = C) since
a line bundle of degree zero has sections if and only if it is the trivial line bundle. Such a
coherent system is α-stable for every α ∈ R≥0, so G(α; 1, 0, 1) consists of a single point. So

HD(G(α; 1, 0, 1)) = HD(C0) = (uv)0 = 1.

Now let us consider the right hand side of (8.14) for d = 0. In this case the function

f(x) :=
(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

is holomorphic near x = 0, therefore

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
= f(0) = 1 = HD(G(α; 1, 0, 1)).

So using the previous lemma for d ≥ 1 and this remark for d = 0, we get that:

Lemma 8.0.13. For every α ∈ R≥0 and for every non-negative integer d, the Hodge-Deligne

polynomial of G(α; 1, d, 1) = G(1, d, 1) is given by:

HD(G(α; 1, d, 1)) = coeff
x0

(1 + ux)g(1 + vx)gx−d

(1− x)(1− uvx)
.



Chapter 9

Results on Hodge-Deligne polynomials

In this chapter we summarize the results that we were able to obtain about the Hodge-
Deligne polynomials of some moduli spaces of coherent systems, listed below. For the proof
of each result, see part II of this work. Unless otherwise stated all the results of this chapter
hold for moduli spaces of (semi-)stable coherent systems over a smooth projective irreducible
curve C of genus g ≥ 2 over C.

9.1 The Hodge-Deligne polynomials of G(α; 2, d, 1)

Theorem 9.1.1. (theorem 13.3.1, corollary 13.3.2 and corollary 13.4.2). Let us �x any posi-

tive integer d; then the non-zero actual critical values for the triple (2, d, 1) are all of the form

α(k) = d− 2k for 0 ≤ k < d/2. For any such k we have that

HD(G(α(k)−; 2, d, 1)) =

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[
(uv)kx−k

1− x(uv)−1
− (uv)g+d−1−2kx−k

1− x(uv)2

]
.

Moreover, the Hodge-Deligne polynomial of the stable locus at any critical value

Gs(α(k); 2, d, 1) ' G(α(k)+; 2, d, 1) rG+(α(k); 2, d, 1) '

' G(α(k)−; 2, d, 1) rG−(α(k); 2, d, 1)

is given by:

HD(Gs(α(k); 2, d, 1)) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
[

(uv)kx−k

1− x(uv)−1
− (uv)g+d+1−2kx1−k

1− x(uv)2
− x−k

]
.

In addition, if

d > 4g − 4 and 2g − 2 ≤ k < d/2

161
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then

HD(G(α(k)−; 2, d, 1) =

=
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{[
(1 + uv)((uv)d−k − (uv)k+1) + (uv)2k+3−g+

−(uv)g+d−1−2k
]
· (1 + u)g(1 + v)g + [1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g

}
.

Remark 9.1.1. The �rst formula agrees with that given in [M, proposition 5.4] up to a mul-
tiplicative term (1 + u)g(1 + v)g, once we set in that formula d1 := d, d2 := 0, d̄M := d − k.
This makes sense because in [M] the moduli spaces of triples are studied and such moduli
spaces can be considered as �brations over corresponding moduli spaces of coherent systems,
with �bers isomorphic to a Jacobian. The Hodge-Deligne polynomial of the Jacobian (for any
degree) is exactly equal to (1 + u)g(1 + v)g.

The last formula of the previous theorem gives also the following results for the moduli
space with stability parameter small.

Corollary 9.1.2. (corollaries 13.4.3 and 13.4.4) If d is odd and d > 4g − 4, then

HD(G0(2, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{[
(uv)d+2−g − (uv)g

]
·

·(1 + u)g(1 + v)g + [1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g
}
.

If d is even and d > 4g − 4, then

HD(G0(2, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{
[1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g+

−[(uv)
d
2 (1− (uv)2) + (uv)g+1(1− (uv)d−2g)](1 + u)g(1 + v)g

}
.

Remark 9.1.2. The �rst polynomial coincides with

HD(M(2, d)) · HD(Pd+1−2g),

so this agrees with the known fact that if d is odd and d > n(2g−2) = 4g−4, then G0(2, d, 1)

is a grassmannian �bration over the moduli space M(2, d) of stable rank 2 bundles of degree
d, with �ber over any vector bundle E given by

Grass(1, χ(E)) = Grass(1, H0(E)) = Grass(1, d+ 2(1− g)) = Pd+1−2g.

Here the �rst identity comes from the fact that H1(E) = 0 for d > 4g − 4, while the
second one is Riemann-Roch. For the Hodge-Deligne polynomial of M(2, d), see (8.10). We
also remark that the leading term of the second polynomial coincides with the leading term
of (8.11) times HD(Pd+1−2g).
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Remark 9.1.3. The previous results (that a priori are valid only under the hypothesis g ≥ 2)
agree with the known literature for the cases g = 0 and g = 1. When g = 0, the Hodge-
Deligne polynomials of the moduli spaces G(α;n, d, 1) for all n and for all α non-critical for
(n, d, 1) were computed in [LN]. Moreover, the Hodge-Deligne polynomials of the moduli
spaces G(α; 2 + ad, d, 1) (for any non-negative integer a) for g = 1 were computed in [LN2].
In section 13.5 we will prove that the formulae of the previous theorem are valid also in the
cases when g = 0 and g = 1, by comparing them with the formulae of [LN] and [LN2].

9.2 The Hodge-Deligne polynomials of G(α; 3, d, 1)

Let us �x any positive integer d; then the non-zero actual critical values for the triple
(3, d, 1) are all of the form α(k) = (d − 3k)/2 for 0 ≤ k < d/3. For any such k we have 2
di�erent expressions for the Hodge-Deligne polynomials of G(α(k); 3, d, 1) depending on the
parity of d− k. For the last moduli space we have the following expressions:

Proposition 9.2.1. (propositions 14.3.3 and 14.3.4) If d is odd, then:

HD(G(α(0)−; 3, d, 1)) =
(

1− (uv)2g−2+d
)
·

·(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
.

If d is even, then

HD(G(α(0)−; 3, d, 1)) = (1 + u)g(1 + v)g
{

[1− (uv)2g−2+d]·

·(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
+

+
(uv)g(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

1 + (uv)2g−3+d − (uv)g−2+d/2 − (uv)g+d/2−1
)}

.

Moreover,

Theorem 9.2.2. (theorem 14.3.5) For every d > 0 and for every critical value

α(k) = (d− 3k)/2, 0 ≤ k < d/3

the following formula holds:

HD(G(α(k)−; 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

(uv)2d−4l0+1x2l0−d

(1− (uv)−2x)(1− (uv)−1x)
+
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+
(uv)2g−2−2d+6l0x2l0−d

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g−1+l0x2l0−d

(1− (uv)−1x)(1− (uv)2x)

)}
,

where l0 := d(d− k)/2e.

Moreover, we have the following results for the stable locus at every critical value.

Proposition 9.2.3. (corollaries 14.3.6 and 14.3.7). For every critical value α(k) such that

d− k is odd, the following formula holds:

HD(Gs(α(k); 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g+1+d−3kx1−k

1− (uv)3x
− x−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·
(

(uv)2k−1x1−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d+1−3kx1−k

(1− (uv)3x)(1− (uv)2x)
+

−(1 + uv)(uv)g−1+(d−k+1)/2x1−k

(1− (uv)−1x)(1− (uv)2x)

)}
.

For every critical value α(k) such that d− k is even, the following formula holds:

HD(Gs(α(k); 3, d, 1)) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·
(

(uv)2kx−k

1− (uv)−2x
− (uv)2g+1+d−3kx1−k

1− (uv)3x
− x−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)2k+1x−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d+4−3kx2−k

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(d−k)/2x1−k

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−k
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)kx−k

1− (uv)−1x
− (uv)g+1+(d−3k)/2x1−k

1− (uv)2x
− x−k

]}
.

Remark 9.2.1. The formula presented in theorem 9.2.2 agrees with that presented in [M,
theorem 6.5] for the moduli spaces of triples, up to a multiplicative term (1 + u)g(1 + v)g (see
remark 9.1.1) once we set in that formula d1 := d, d2 := 0, n0 := d− k, so that

n0 = 2b(n0 + 1)/2c = 2dn0/2e = 2d(d− k)/2e = 2l0.

Remark 9.2.2. The formula of proposition 9.2.1 for d even coincides with that given in (8.13)
in the case when d = 2 and g = 2; see the computations after proposition 14.3.4 for the details.
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9.3 Some results on the polynomials for G(α; 4, d, 1)

As we said in the introduction, currently we are not able to get a formula that holds in
full generality. Indeed, in order to cross some of the critical values for (4, d, 1) we need to
compute 50 polynomials associated to various subloci; at the moment we are able to compute
only 42 of them (we don't list all of them here, we refer directly to the detailed computations
of chapter 15). For large values of α (and d 6≡3 0), this is enough to get explicit results, but
in general we are not able to conclude. The non-zero actual critical values are all of the form

α(j) =
d− 2j

3
, 0 ≤ j < d/2, [j] ∈ {0, 2, 4, 2d+ 3}mod 6 = {2d, 2d+ 2, 2d+ 3, 2d+ 4}mod 6.

We have complete results whenever we cross actual critical values α(j) with [j] ∈ {2d +

2, 2d + 3, 2d + 4}mod 6; we don't have a complete formula for the case when j ≡6 2d. To be
more precise,

Lemma 9.3.1. (formulae (15.10) and (15.11)) If j is equivalent to 2d+ 3 modulo 6, then

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
·

·(1 + u)2g(1 + v)2g ·
[
(uv)2g−2+j − (uv)4g−4+(2d−4j)/3

]
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
.

If j is equivalent to 2d+ 2 or to 2d+ 4 modulo 6, then

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) =

= (1 + u)g(1 + v)g
(uv)3j/2 − (uv)3g−3+d−2j

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

The last non-empty moduli space GL(4, d, 1) is the one for α = d/3 − ε = α(0)−. As a
corollary of the previous lemma, we have:

Corollary 9.3.2. (corollary 15.4.1) Let us suppose that d 6≡3 0. Then the Hodge-Deligne

polynomial of G(α(0)−; 4, d, 1) = G(d/3− ε, 4, d, 1) = GL(4, d, 1) is given by

HD(G(α(0)−; 4, d, 1)) = (1 + u)g(1 + v)g
1− (uv)3g−3+d

(1− uv)2(1− u2v2)2(1− u3v3)
·
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·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
. (9.1)

Moreover, we have:

Corollary 9.3.3. (corollary 15.5.2) If d ≡3 1, then α(1) is not an actual critical value,

so G(α(1)−; 4, d, 1) = G(α(0)−; 4, d, 1); therefore formula (9.1) gives also the Hodge-Deligne

polynomial of G(α(1)−; 4, d, 1). If d ≡3 2, then α(1) is an actual critical value and

HD(G(α(1)−; 4, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)

{
1− (uv)3g−3+d

(1 + uv)(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
[
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

]
· (1 + u)g(1 + v)g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]}
.

Also when d ≡3 0 the value α(1) is not an actual critical value, so G(α(1)−; 4, d, 1) =

G(α(0)−; 4, d, 1), but we don't have an explicit formula for that space since corollary 9.3.2
does not hold for d ≡3 0.

We are able to get explicit computations also for G(α(2)−; 4, d, 1) only when d ≡3 2; to be
more precise,

Corollary 9.3.4. (corollaries 15.6.2 and 15.7.2) If d ≡3 2, then α(2) is an actual critical

value and

HD(G−(α(2); 4, d, 1)) =

=
(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)

{
1− (uv)3g−3+d + [(uv)3 − (uv)3g−7+d] · [1 + g(u+ v) + uv]

(1 + uv)(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
[
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

]
· (1 + u)g(1 + v)g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]}
.

Moreover if d ≡3 1, 2, then α(3) is not an actual critical value for (4, d, 1). Therefore

the previous formula gives also the Hodge-Deligne polynomial for G−(α(3); 4, d, 1) whenever

d ≡3 2.
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9.4 Some results on the polynomials for G(α; 2, d, 2) on a Petri

curve

Theorem 9.4.1. (theorem 16.3.1) Let us suppose that C is a Petri curve. Then for every

d ≥ 4g − 4 and for every actual critical value

α(k) =
d− 2k

2
,

g

2
+ 1 ≤ k < d

2

the following formula holds:

HD(G(α(k)−; 2, d, 2)) =
(1 + u)g(1 + v)g

1− uv

k∑
j=g/2+1

(
((uv)d−g+1 − (uv)g+d−1−2j)HD(G(1, j, 2))

)
.
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Chapter 10

Parametrization of objects with

canonical �ltration of type (1, 2) and

(2, 1)

In this and in the next chapters we will see in details how to parametrize coherent systems
with αc-canonical �ltration of type (1,2), (2,1), (1,3), (3,1), (2,1,1), (1,2,1) and (1,1,2). For
all but (1,2,1) we are able to give both a pointwise description (having �xed a graded) and
a global description (letting vary the graded and �xing only its type). For the case (1,2,1),
we are able to give always pointwise descriptions but we are able to globalize them only in 4
subcases among the 8 subcases we would like to get (see the details in �12.2).

Having �xed any triple (n, d, k) and a critical value αc for it, in this chapter we want to
describe how to parametrize those (E, V )'s that have αc-canonical �ltration of type (1,2) or
(2,1) and that belong to G+(αc;n, d, k) or to G−(αc;n, d, k).

10.1 Canonical �ltration of type (1,2)

Let us �x any object ⊕3
i=1(Qi,Wi), with all the (Qi,Wi)'s αc-stable coherent systems with

the same αc-slope µ; let us suppose that (E, V ) has such a graded at αc and that it has
αc-canonical �ltration of type (1, 2). Then every (E, V ) that we want to parametrize sits in
an exact sequence of the form:

0→ (Q1,W1)
α−→ (E, V )

β→ (Q2,W2)⊕ (Q3,W3)→ 0. (10.1)

If (E, V ) has αc-canonical �ltration of type (1,2), then the only αc-semistable proper
subobjects of (E, V ) with αc-slope equal to µ are the following:

� the only αc-stable one is (Q1,W1) (if any other (Qi,Wi) is a suboject, then the αc-
canonical �ltration is no more of type (1,2));

� for all i = 2, 3, an extension (Ei1, Vi1) of (Qi,Wi) by (Q1,W1).

171
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So given any (E, V ) with αc-canonical �ltration of type (1,2), then (E, V ) belongs to
G+(αc;n, d, k) if and only if the following numerical conditions are satis�ed:

k1

n1
<
k

n
,

k1 + ki
n1 + ni

<
k

n
∀ i = 2, 3. (10.2)

If we use the fact that µαc(E, V ) = µαc(Ei,1, Vi,1) for i = 1, 2, then the second condition
is equivalent to

k

n
<
ki
ni

∀ i = 2, 3. (10.3)

Actually, (10.3) implies that k2+k3
n2+n3

> k
n , that implies the �rst condition of (10.2). So if

(E, V ) has αc-canonical �ltration of type (1,2), then (E, V ) belongs to G+(αc;n, d, k) if and
only if (10.3) holds. Analogously, given any (E, V ) with αc-canonical �ltration of type (2,1),
then (E, V ) belongs to G−(αc;n, d, k) if and only if:

k

n
>
ki
ni

∀ i = 2, 3. (10.4)

Now if we denote by µ any extension like (10.1), we get that we can identify µ with a pair

(µ2, µ3) ∈
3⊕
i=2

Ext1
(

(Qi,Wi), (Q1,W1)
)
.

This identi�cation gives a diagram of the following form for i = 2, 3:

0 (Q1,W1) (Ei1, Vi1) (Qi,Wi) 0 µi

y y

0 (Q1,W1) (E, V )
⊕3

l=2(Ql,Wl) 0 µ

εi

βi

α

αi

εi

β

δi

(10.5)

where εi is the embedding of (Qi,Wi) in (Q2,W2)⊕ (Q3,W3) for i = 2, 3. Then we have the
following results.

Lemma 10.1.1. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi such that conditions (10.3),

respectively (10.4) are satis�ed (this automatically implies that (n1, k1) 6= (ni, ki) for i = 2, 3)

and let us suppose that (Q2,W2) 6' (Q3,W3). Then the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 2) and graded ⊕3
i=1

(Qi,Wi) are parametrized by P(H2)×P(H3), where Hi := Ext1 ((Qi,Wi), (Q1,W1)) for i = 2, 3.

Proof. For every extension µ = (µ2, µ3) with representative (10.1), we have that (E, V ) has a
�ltration of the form

0 = (E0, V0) ⊂ (E1, V1) := (Q1,W1) ⊂ (E2, V2) = (E, V ). (10.6)
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Here (E1, V1)/(E0, V0) = (Q1,W1) is αc-stable and (E2, V2)/(E1, V1) = (Q2,W2)⊕(Q3,W3)

is αc-polystable. Then by proposition 2.1.3 we get that (10.6) is the αc-canonical �ltration
of (E, V ) (and so (E, V ) has αc-canonical �ltration of type (1, 2)), if and only if condition
(c) of that proposition is satis�ed. In our case the index t is equal to 2, so (E, V ) has αc-
canonical �ltration of type (1, 2) if and only if for all i = 1, 2, 3 and for all non-zero morphisms
γi : (Qi,Wi) → (E, V ) we have β ◦ γi = 0. Now by hypothesis (Q1,W1) 6' (Qi,Wi) for all
i = 2, 3. Since all the (Qi,Wi)'s for i = 1, 2, 3 are αc-stable of the same slope, then for all
γ1 : (Q1,W1) → (E, V ) we have that β ◦ γ1 = 0. Then we conclude that for every (E, V ) as
in (10.1) the following conditions are equivalent:

(a) (10.6) is the αc-canonical �ltration of (E, V );

(b) for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E, V ) we have β ◦ γi = 0.

Since (Q2,W2) 6' (Q3,W3), we conclude by lemma 3.3.2 that this is equivalent to

(c) µi 6= 0 for i = 2, 3.

Now if we look at the sequence (10.1) we get that Aut(Q1,W1) = C∗ and Aut((Q2,W2)⊕
(Q3,W3)) = C∗ × C∗ (because (Q2,W2) 6' (Q3,W3)), so this proves the claim.

Lemma 10.1.2. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi such that conditions (10.3),

respectively (10.4), are satis�ed (this automatically implies that (n1, k1) 6= (ni, ki) for i =

2, 3) and let us suppose that (Q2,W2) ' (Q3,W3) (so this implies that (n2, k2) = (n3, k3)).

Then the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have αc-

canonical �ltration of type (1, 2) and graded ⊕3
i=1(Qi,Wi) are parametrized by Grass(2, H2),

where H2 := Ext1((Q2,W2), (Q1,W1)).

Proof. As in the previous proof, we get that for every (E, V ) that sits in a sequence (10.1)
with (Q1,W1) 6' (Qi,Wi) for i = 2, 3, the following facts are equivalent

(a) (10.6) is the αc-canonical �ltration of (E, V );

(b) for all morphisms γ2 : (Q2,W2)→ (E, V ) we have that β ◦ γ = 0�

Since (Q2,W2) ' (Q3,W3), we conclude by lemma 3.3.2 that this is equivalent to

(c) µ2, µ3 linearly independent in H2.

Now if we look at the sequence (10.1) with (Q2,W2) ' (Q3,W3), then we get that
Aut(Q1,W1) = C∗, while Aut((Q2,W2)⊕ (Q2,W2)) = GL(2,C), so we conclude.

Now we give a global parametrization of the objects described before, i.e. we describe fami-
lies of schemes that parametrize various types of (E, V )'s when the graded ⊕3

i=1(Qi,Wi) varies
over

∏3
i=1Gi and the αc-canonical �ltration is of type (1,2). If we �x a graded ⊕3

i=1(Qi,Wi)

and we suppose that (Q2,W2) 6' (Q3,W3) (and suitable numerical conditions are satis�ed),
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then we know that the corresponding (E, V )'s with αc-canonical �ltration of type (1,2) that
belong to G+(αc;n, d, k) or to G−(αc;n, d, k) are parametrized by pairs (µ2, µ3) with

µ2 ∈ P
(
Ext1 ((Q2,W2), (Q1,W1))

)
and µ3 ∈ P

(
Ext1 ((Q3,W3), (Q1,W1))

)
.

Then we need to distinguish the following subcases:

(1) the type of (Q2,W2) is di�erent from the type of (Q3,W3): in this case every (E, V ) is in
bijection with an ordered pair (µ2, µ3) (it su�ces to decide which is the type of (Q2,W2));

(2) the type of (Q2,W2) is equal to the type of (Q3,W3) and (Q2,W2) 6' (Q3,W3): in this case
every (E, V ) is in bijection with an unordered pair (µ2, µ3), therefore the good schemes to
look at will be a quotient under the action of Z2 of some schemes constructed as in (1).

Moreover, we will have to describe the case:

(3) (Q2,W2) ' (Q3,W3) (so in particular (n2, k2) = (n3, k3)): in this case if (Q1,W1), (Q2,W2)

are �xed, then the corresponding (E, V ) ∈ G+(αc;n, d, k), respectively in G−(αc;n, d, k),
are parametrized by Grass(2, H2), where

H2 := Ext1((Q2,W2), (Q1,W1)).

The 3 cases are taken into account by propositions 7.1.1, 7.1.2 and 7.1.3 respectively. We
give below the proofs of those 3 results.

Proof of proposition 7.1.1. First of all, we consider a set of data D2
a given by:

� r = 2, i.e. we are considering a tree with only 2 leaves and an internal node;

� the invariants (n1, k1) and (n2, k2) associated to the �rst leaf, respectively to the second
leaf;

� any non-negative integer a such that there exists ((Q1,W1), (Q2,W2)) ∈ G1 ×G2 with

dim Ext1((Q2,W2), (Q1,W1)) = a.

The numerical conditions (10.3), respectively (10.4) prove that k1/n1 6= k2/n2, so (k1, n1) 6=
(k2, n2). Therefore by lemma 1.0.4 for every pair of points (Q1,W1) ∈ G1 and (Q2,W2) ∈ G2

we have

Hom((Q2,W2), (Q1,W1)) = 0.

Then by proposition 5.0.5 for r = 2 we get the following objects:

� a �nite set of indices L2
a;
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� a covering of Ĝ(αc;n1, d1, k1) × Ĝ(αc;n2, d2, k2) = Ĝ1 × Ĝ2 by integral locally closed
subschemes Û2

a;i with i ∈ L2
a; we denote by p̂2

a;i, q̂
2
a;i and π̂2

a;i the various projections
composed with the corresponding locally closed embeddings; so for example:

p̂2
a;i : Û2

a;i ↪→ Ĝ1 × Ĝ2 → Ĝ1;

� for every i ∈ L2
a, a locally free sheaf on Û2

a;i:

Ĥ2
a;i := Ext1π̂2

a;i

(
(q̂2′
a;i, q̂

2
a;i)
∗(Q̂2, Ŵ2), (p̂2′

a;i, p̂
2
a;i)
∗(Q̂1, Ŵ1)

)∨
,

where (Q̂i, Ŵi) is the local universal family parametrized by Ĝ1;

� projective �brations for every i ∈ L2
a:

ϕ̂2
a;i : R̂2

a;i := P(Ĥ2
a;i) −→ Û2

a;i

with �bers isomorphic to Pa−1;

� extensions for every i ∈ L2
a, parametrized by R̂2

a;i:

0→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂1, Ŵ1)⊗R̂2

a;i
O2
a;i(1)→

→ (Ê2
a;i, V̂2

a;i)→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(q̂2′

a;i, q̂
2
a;i)
∗(Q̂2, Ŵ2)→ 0 (10.7)

that are universal in the sense of corollary 4.3.3. Here O2
a;i(1) is the tautological bundle

of P(Ĥ2
a;i) = R̂2

a;i.

Then we tensor this exact sequence by O2
a;i(−1). By lemma 3.2.2 we get again a short

exact sequence:

0→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂1, Ŵ1)→ (Ê2

a;i, V̂2
a;i)⊗R̂2

a;i
O2
a;i(−1)→

→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(q̂2′

a;i, q̂
2
a;i)
∗(Q̂2, Ŵ2)⊗R̂2

a;i
O2
a;i(−1)→ 0. (10.8)

Analogously, let us �x a set of data D3
b as follows:

� r = 2, i.e. we are again considering a tree with only 2 leaves and an internal node;

� the invariants (n1, k1) and (n3, k3) associated to the �rst leaf, respectively to the second
leaf;

� any non-negative integer b such that there exists ((Q1,W1), (Q3,W3)) ∈ G1 ×G3 with

dim Ext1((Q3,W3), (Q1,W1)) = b.
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Then by proposition 5.0.5 we get the following objects:

� a �nite set of indices L3
b ;

� a covering of Ĝ1 × Ĝ3 by integral locally closed subschemes Û3
b;j with j ∈ L3

b ; we denote
by p̂3

b;j , q̂
3
b;j and π̂3

b;j the various projections composed with the corresponding locally
closed embeddings;

� for every j ∈ L3
b , a locally free sheaf on Û3

b;j :

Ĥ3
b;j := Ext1π̂3

b;j

(
(q̂3′
b;j , q̂

3
b;j)
∗(Q̂3, Ŵ3), (p̂3′

b;j , p̂
3
b;j)
∗(Q̂1, Ŵ1)

)∨
;

� projective �brations for every j ∈ L3
b :

ϕ̂3
b;j : R̂3

b;j := P(Ĥ3
b;j) −→ Û3

b;j

with �bers isomorphic to Pb−1;

� extensions for every j ∈ L3
b , parametrized by R̂3

b;j :

0→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(p̂3′

b;j , p̂
3
b;j)
∗(Q̂1, Ŵ1)⊗R̂3

b;j
O3
b;j(1)→

→ (Ê3
b;j , V̂3

b;j)→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(q̂3′

b;j , q̂
3
b;j)
∗(Q̂3, Ŵ3)→ 0 (10.9)

that are universal in the sense of corollary 4.3.3.

Then by tensoring by O3
b;j(−1) we get an exact sequence:

0→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(p̂3′

b;j , p̂
3
b;j)
∗(Q̂1, Ŵ1)→ (Ê3

b;j , V̂3
b;j)⊗R̂3

b;j
O3
b;j(−1)→

→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(q̂3′

b;j , q̂
3
b;j)
∗(Q̂3, Ŵ3)⊗R̂3

b;j
O3
b;j(−1)→ 0. (10.10)

Now we let us �x any (a, b; i, j) and let us consider the following cartesian diagram con-
structed in several steps, starting from (a):

R̂a,b;i;j Âa,b;i,j R̂2
a;i

�(d) �(b)

R̂
′3
b;j Ûa,b;i,j Û2

a;i

�(c) �(a)

R̂3
b;j Û3

b;j Ĝ1.

r̂2a;iŝ2a;i

θ̂3b;j

ϕ̂3
b;j

ŝ3b;j

r̂3b;j

ϕ̂2
a;i

p̂2a;i

ψ̂2
a;i

ψ̂3
b;j

θ̂2a;i

p̂3b;j (10.11)
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By the commutativity of this diagram we get canonical isomorphisms:

(θ̂3′
b;j , θ̂

3
b;j)
∗(ŝ3′

b;j , ŝ
3
b;j)
∗(ϕ̂2′

a;i, ϕ̂
2
a;i)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂1, Ŵ1) '

' (θ̂2′
a;i, θ̂

2
a;i)
∗(ŝ2′

a;i, ŝ
2
a;i)
∗(ϕ̂3′

b;j , ϕ̂
3
b;j)
∗(p̂3′

b;j , p̂
3
b;j)
∗(Q̂1, Ŵ1) '

' (p̂2′
a;i ◦ ϕ̂2′

a;i ◦ ŝ3′
b;j ◦ θ̂3′

b;j , p̂
2
a;i ◦ ϕ̂2

a;i ◦ ŝ3
b;j ◦ θ̂3

b;j)
∗(Q̂1, Ŵ1), (10.12)

so we will identity these families and we will write (Q1,W1) for any of them.

By pullback from R̂2
a;i and R̂

3
b;j (see lemma 3.2.1), the sequences (10.8) and (10.10) give

rise to 2 short exact sequences of coherent systems parametrized by R̂a,b;i,j :

0→ (Q1,W1)→ (E2
a;i,V

2
a;i)→ (Q2,W2)→ 0, (10.13)

0→ (Q1,W1)→ (E3
b;j ,V

3
b;j)→ (Q3,W3)→ 0, (10.14)

where for simplicity we use the following notation:

(E2
a;i,V

2
a;i) :=

(
ŝ3′
b;j ◦ θ̂3′

b;j , ŝ
3
b;j ◦ θ̂3

b;j

)∗
(Ê2
a;i, V̂2

a;i)⊗R̂a,b;i,j
(
ŝ3
b;j ◦ θ̂3

b;j

)∗
O2
a;i(−1),

(Q2,W2) :=
(
ŝ3′
b;j ◦ θ̂3′

b;j , ŝ
3
b;j ◦ θ̂3

b;j

)∗(
(ϕ̂2′

a;i, ϕ̂
2
a;i)
∗(q̂2′

a;i, q̂
2
a;i)
∗(Q̂2, Ŵ2)⊗R̂2

a;i
O2
a;i(−1)

)
,

(E3
b;j ,V

3
b;j) :=

(
ŝ2′
a;i ◦ θ̂2′

a;i, ŝ
2
a;i ◦ θ̂2

a;i

)∗
(Ê3
b;j , V̂3

b;j)⊗R̂a,b;i,j
(
ŝ2
a;i ◦ θ̂2

a;i

)∗
O3
b;j(−1),

(Q3,W3) :=
(
ŝ2′
a;i ◦ θ̂2′

a;i, ŝ
2
a;i ◦ θ̂2

a;i

)∗(
(ϕ̂3′

b;j , ϕ̂
3
b;j)
∗(q̂3′

b;j , q̂
3
b;j)
∗(Q̂3, Ŵ3)⊗R̂3

b;j
O3
b;j(−1)

)
.

Now we sum the sequences (10.13) and (10.14) in order to get an extension of the form:

0→ (Q1,W1)→ (Êa,b;i,j , V̂a,b;i,j)→ (Q2,W2)⊕ (Q3,W3)→ 0. (10.15)

Let us �x any point (t1, t2, t3) in Ûa,b;i,j ⊂ Ĝ1 × Ĝ2 × Ĝ3 and let r, r′ be two points in
R̂a,b;i,j over that point. For i = 1, 2, 3 let us denote by (Qi,Wi) the image of ti in the moduli
space Gi. Then we can interpret r as a pair ([α], [β]) where α is the class of a non-split
extension of (Q2,W2) by (Q1,W1) and β is the class of a non-split extension of (Q3,W3)

by (Q1,W1); analogously we can interpret r′ as pair ([α′], [β′]). If r 6= r′, this means that
([α], [β]) 6= ([α′], [β′]). Now by construction of (Êa,b;i,j , V̂a,b;i,j), if we restrict (10.15) to {r}×C
we get an extension

0→ (Q1,W1)→ (E, V )→ (Q2,W2)⊕ (Q3,W3)→ 0 (10.16)

associated to the pair ([α], [β]) and analogously for r′. Therefore, for every pair of di�erent
points of R̂a,b;i,j in the same �ber over Ûa,b;i,j , the sequence (10.15) restricts to di�erent pairs
of classes of extensions of a point of Ĝ2 × Ĝ3 by a point of Ĝ1.
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Now let us assume that conditions (10.3) are satis�ed and let us �x any point r ∈ R̂a,b;i,j .
Then lemma 10.1.1 proves that the corresponding coherent system (E, V ) := (Êa,b;i,j , V̂a,b;i,j)|r
in (10.16) has αc-canonical �ltration of type (1, 2) and it is α+

c -stable. Using the universal
property of the scheme G(α+

c ;n, d, k), we get an induced morphism

ω̂a,b;i,j : R̂a,b;i,j → G(α+
c ;n, d, k).

Now there is a free action of PGL(N1)× PGL(N2)× PGL(N3) on R̂a,b;i,j , Âa,b;i,j and on
Ûa,b;i,j . This gives rise to geometric quotients

R̂a,b;i,j � Ra,b;i,j , Âa,b;i,j � Aa,b;i,j , Ûa,b;i,j � Ua,b;i,j

and to induced �brations

φ1 : Ra,b;i,j → Aa,b,i,j , φ2 : Aa,b;i,j → Ua,b;i,j .

Now the morphism ω̂a,b;i,j is invariant under the action of PGL(N1)×PGL(N2)×PGL(N3),
so it induces a morphism

ωa,b;i,j : Ra,b;i,j → G(α+
c ;n, d, k).

The previous remark proves that such a morphism is injective. Moreover, for every point
(E, V ) with properties (i)-(ii) there is exactly one pair (a, b) such that (E, V ) is in the image
of some ωa,b;i,j . Then all the other properties stated in the claim of the proposition are simple
consequences of the proof of proposition 5.0.5.

If we assume conditions (10.4), we conclude in a similar way.

Proof of proposition 7.1.2. There is almost nothing to prove in cases (a) and (b), since in those
cases there is no action of Z2 and the induced morphisms are already injective. In cases (c)
and (d) it is clear that there is an action of Z2 and that the induced morphisms are injective
only after passing to the quotient with respect to that action. The only claim that is not a
priori obvious is the existence of the local trivialization compatible with the action of Z2. We
will prove it for the case (d) and assuming for simplicity that the base space Ûa,a;i,i described
in the proof of the previous proposition coincides with Ĝ1 × Ĝ2 × Ĝ3 (on that space we will
actually only be interested in the part outside the diagonal ∆̂23, since that case will have to
be considered in the next proposition). In particular, we are assuming that there is only a
signi�cant sequence (a, b; i, j) = (a, a; i, i). When the base space is smaller, we will have more
indices to consider (and we will have to restrict the base spaces and the top spaces according
to that), but the idea will be exactly the same.

Here even if Ĝ2 = Ĝ3, we will use both notations since the 2 schemes will play di�erent
roles in the product Ĝ1 × Ĝ2 × Ĝ3. If we write by X̂2 := R̂2

a;i and X̂
3 := R̂3

a;i (these schemes
are equal, but the previous remark applies), then we can write diagram (10.11) as follows:
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R̂a,a;i,i X̂2 × Ĝ3 X̂2

�(d) �(b)

X̂3 × Ĝ2 Ĝ1 × Ĝ2 × Ĝ3 Ĝ1 × Ĝ2

�(c) �(a)

X̂3 Ĝ1 × Ĝ3 Ĝ1.

θ̂3

ϕ̂3

ϕ̂2ψ̂2

ψ̂3

θ̂2

(10.17)

Here ϕ̂2 is a locally trivial �bration with �bers isomorphic to Pa−1, so there exists an open
covering {Û2

α}α∈A of Ĝ1 × Ĝ2 and trivializations

Û2
α × Pa−1 ∼−→ (ϕ̂2)−1(Û2

α). (10.18)

Now by identifying Ĝ2 with Ĝ3 and ϕ̂2 with ϕ̂3, we can use the same covering in order
to trivialize ϕ̂3. We denote by {Û3

β}β∈A that covering (here β varies over the same set of the

Û2
α's, so we use A to denote also that set of indices). So we get trivializations:

Û3
β × Pa−1 ∼−→ (ϕ̂3)−1(Û3

β). (10.19)

Then for every α, β ∈ A we consider

Ûα,β := (Û2
α × Ĝ3) ∩ (Û3

β × Ĝ2) ⊂ Ĝ1 × Ĝ2 × Ĝ3.

This gives an open covering of Ĝ1 × Ĝ2 × Ĝ3; since ψ̂2 = ϕ̂2 × idĜ3
and analogously for

ψ̂3, then (10.18) and (10.19) induce trivializations of ψ̂2 and ψ̂3:

λ2
α : Û2

α × Ĝ3 × Pa−1 ∼−→ (ψ̂2)−1(Û2
α × Ĝ3) ⊂ X̂2 × Ĝ3

λ3
β : Û3

β × Ĝ2 × Pa−1 ∼−→ (ψ̂3)−1(Ûβ × Ĝ2) ⊂ X̂3 × Ĝ2.

Then we consider the following diagram:
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(Û2
α × Ĝ3 × Pa−1)pr1 ×pr2 (Û3

β × Ĝ2 × Pe−1) Û2
α × Ĝ3 × Pa−1

y

(ψ̂2)−1(Û2
α × Ĝ3)×Ĝ1×Ĝ2×Ĝ3

(ψ̂3)−1(Û3
β × Ĝ2) (ψ̂2)−1(Û2

α × Ĝ3)

y y y

y Ĥ X̂2 × Ĝ3

�

Û3
β × Ĝ2 × Pa−1 (ψ̂3)−1(Û3

β × Ĝ2) X̂3 × Ĝ2 Ĝ1 × Ĝ2 × Ĝ3.

y
pr3

pr2

λ2α˜

θ̂3

φα,β

γα,β

ψ̂2θ̂2

ψ̂3λ3β˜ i3

i2

Here we have that ψ̂2 ◦ i2 ◦ λ2
α = pr2, where pr2 is the composition

pr2 : Û2
α × Ĝ3 × Pa−1 → Û2

α × Ĝ3 ↪→ Ĝ1 × Ĝ2 × Ĝ3,

because λ2
α is a trivialization of ψ̂2, and analogously for pr3. Both φα,β and γα,β are induced

by the universal properties of �ber products. Since both λ2
α and λ3

β are isomorphisms, using
the universal properties of �ber products we get that also γα,β is an isomorphism. Moreover,
since the sets

{(ψ̂2)−1(Û2
α × Ĝ3)}α∈A and {(ψ̂3)−1(Û3

β × Ĝ2)}β∈A

are open coverings of X̂2 × Ĝ3 and X̂3 × Ĝ2 respectively, then the sets

Ũα,β := (ψ̂2)−1(Û2
α × Ĝ3)×Ĝ1×Ĝ2×Ĝ3

(ψ̂3)−1(Û3
β × Ĝ2)

for α, β ∈ A form an open covering of R̂ and the morphisms φα,β are open embeddings.
Moreover, by construction of pr2 and pr3, we get isomorphisms

Ũα,β
(γα,β)−1

−→ (Û2
α × Ĝ3 × Pa−1)pr2 ×pr3 (Û3

β × Ĝ2 × Pa−1) ' Ûα,β × Pa−1 × Pa−1.

Moreover, using the commutativity of the previous diagram, we get that such isomorphisms
are compatible with the �bration ψ̂2 ◦ θ̂3, therefore the previous isomorphisms are local trivi-
alizations of such �brations (a priori we only knew that we had trivializations, here we have
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an explicit description of a possible choice of trivializations, that will be useful immediately).

Now let us consider Ĝ1 × ∆̂23: this is a locally closed subscheme of Ĝ1 × Ĝ2 × Ĝ3 and we
can de�ne

M̂ := (ψ̂2 ◦ θ̂3)−1(Ĝ1 × (Ĝ2 × Ĝ3 r ∆̂23)) = R̂|Ĝ1×(Ĝ2×Ĝ3r∆23);

since ψ̂2 ◦ θ̂3 is a locally trivial �bration, we get that M̂ is a locally closed subscheme of R̂
and it has an open covering by subschemes of the form:

Ṽα,β := Ũα,β ∩ M̂.

Moreover, the previous isomorphisms restrict to isomorphisms

Ṽα,β
∼→ V̂α,β × Pa−1 × Pa−1

where V̂α,β := Ûα,β r (Ĝ1 ×∆23) (these sets are locally closed in Ĝ1 × Ĝ2 × Ĝ3).

Now let us consider the action of Z2 on Ĝ1× Ĝ2× Ĝ3 given by (x, y, y′) 7→ (x, y′, y). If we
denote by ε the non-trivial element of Z2, then ε(Ûα,β) = Ûβ,α and ε(V̂α,β) = V̂β,α, so we get
that:

� ε(V̂α,α) = V̂α,α;

� if α 6= β and we set Ŵα,β := V̂α,β ∩ V̂β,α, then ε(Ŵα,β) = Ŵα,β ;

� if α 6= β and we set Ẑα,β := (V̂α,β ∪ V̂β,α) r Ŵα,β , then ε(Ẑα,β) = Ẑα,β .

Then the set:

{T̂l}l∈L :=
{
{V̂α,α}α∈A, {Ŵα,β}α<β, {Ẑα,β}α<β

}
is a �nite locally closed disjoint covering of Ĝ1× (Ĝ2× Ĝ3r∆23) and each of such subschemes
is invariant under the action of Z2. Moreover, by restricting to any such subscheme we have
a trivialization of the �bration ψ̂2 ◦ θ̂3 and that trivialization is compatible with the action of
Z2 on T̂l ×Pa−1×Pa−1. Finally, we consider the action of PGL(N1)×PGL(N2)×PGL(N3)

on all these schemes and we conclude.

Proof of proposition 7.1.3. Let us denote by p̂12 and q̂12 the projections from Ĝ1 × Ĝ2 to
its factors. Conditions (10.3), respectively (10.4), prove that (k1, n1) 6= (k2, n2) = (k3, n3).
Therefore, for all t ∈ Ĝ1 × Ĝ2 we have that

Hom((q̂′12, q̂12)∗(Q̂2, Ŵ2)t, (p̂
′
12, p̂12)∗(Q̂1, Ŵ1)t) = 0.

Then we can apply proposition 4.6.3 and corollary 4.5.6 for t = 2 in order to get the
following objects:
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� for all a ∈ N such that Ua 6= ∅, a �nite locally closed covering {Ûa;i}i of

Ûa := {t ∈ Ĝ1 × Ĝ2 s.t. dim Ext1((q̂′12, q̂12)∗(Q̂2, Ŵ2)t, (p̂
′
12, p̂12)∗(Q̂1, Ŵ1)t) = a}.

� for all i a locally free sheaf

Ĥa;i := Ext1πÛa;i
(((q̂′12, q̂12)∗(Q̂2, Ŵ2)|Ûa;i , (p̂

′
12, p̂12)∗(Q̂1, Ŵ1)|Ûa;i)

∨

over Ûa;i and a grassmannian bundle

θ̂2;a;i : R̂2;a;i := Grass(2, Ĥa;i) −→ Ûa;i

� a locally free sheafM2;a;i of rank 2 over R̂2;a;i and a universal family of non-degenerate
extensions on the right of rank 2:

0→ (θ̂′2;a;i, θ̂2;a;i)
∗(p̂′12, p̂12)∗(Q̂1, Ŵ1)→ (ÊR̂2;a;i

, V̂R̂2;a;i
)→

→ (θ̂′2;a;i, θ̂2;a;i)
∗(q̂′12, q̂12)∗(Q̂2, Ŵ2)⊗R̂2;a;i

M2;a;i → 0.

Now if we assume conditions (10.3), respectively (10.4), then lemma 10.1.2 proves that for
each point r in R̂2;a;i the coherent system

(E, V ) := (ÊR̂2;a;i
, V̂R̂2;a;i

)r

is α+
c -stable, respectively α

−
c -stable. Therefore for each pair a, i we get an induced morphism

from R̂2;a;i to G(α+
c ;n, d, k), respectively to G(α−c ;n, d, k). The rest of the proof follows the

usual pattern.

10.2 Canonical �ltration of type (2,1)

We want to parametrize all those (E, V )'s that belong toG+(αc;n, d, k) or toG−(αc;n, d, k)

and that have αc-canonical �ltration of type (2,1). Let us �x 3 αc-stable coherent systems
(Qi,Wi)i=1,2,3 with the same αc-slope µ; then every (E, V ) with graded ⊕3

i=1(Qi,WI) and
with αc-canonical �ltration of type (2,1) sits in an exact sequence of the form:

0→ (Q1,W1)⊕ (Q2,W2)
α−→ (E, V )

β−→ (Q3,W3)→ 0. (10.20)

If (E, V ) has canonical �ltration of type (2, 1), then it has always the following proper
αc-semistable subobjects with αc-slope µ:

� (Qi,Wi) for i = 1, 2;

� (Q1,W1)⊕ (Q2,W2).
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This in general is not a complete list, see lemma 10.2.1. If we look only at the subobjects
(Qi,Wi) for i = 1, 2, then we have that for every (E, V ) with αc-canonical �ltration of type
(2,1), the following numerical conditions are necessary, but in general not su�cient, in order
to have that (E, V ) belongs to G+(αc;n, d, k):

ki
ni
<
k

n
∀ i = 1, 2. (10.21)

A direct check proves that this implies k1+k2
n1+n2

< k
n , so the subobject (Q1,W1)⊕ (Q2,W2)

does not destabilize (E, V ) for α+
c . Analogously, the following numerical conditions are nec-

essary, but in general not su�cient, in order to have that (E, V ) belongs to G−(αc;n, d, k):

ki
ni
>
k

n
∀ i = 1, 2. (10.22)

Lemma 10.2.1. Given any sequence (10.20) with conditions (10.21), respectively (10.22),

then (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), if and only if there are

no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2. Moreover, if this happens, then (E, V ) has

αc-canonical �ltration of type (2, 1).

Proof. Let us suppose that we use conditions (10.21), the other case is completely analogous.
If there is any quotient ζi as in the claim, then the kernel (E′, V ′) of ζi is an αc-semistable
subsystem of (E, V ) with k′ = k − ki and n′ = n − ni. Since µαc(E, V ) = µαc(E

′, V ′), using
(10.21) we get that k′

n′ >
k
n , so (E, V ) cannot be α+

c -stable.

Conversely, if (E, V ) is not α+
c -stable, then there exists a subsystem (E′, V ′) that destabi-

lizes it for α+
c . Using (10.21), the graded of (E′, V ′) cannot contain only some (possibly all)

objects of the form (Qi,Wi) for i ∈ {1, 2}, so it contains (Q3,W3). Therefore the quotient
(E′′, V ′′) := (E, V )/(E′, V ′) contains only some (possibly all) objects of the form (Qi,Wi) for
i ∈ {1, 2}. If we consider any αc-Jordan-Hölder �ltration (E′′l , V

′′
l )l=1,··· ,t of (E′′, V ′′), we get

that (E′′, V ′′/(E′′t−1, V
′′
t−1) is isomorphic to some (Qi,Wi) for i ∈ {1, 2}, so we get a quotient

(E, V ) � (E, V )/(E′, V ′) = (E′′, V ′′) � (Qi,Wi). So this proves the �rst part of the claim.

Now let us assume that there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2; we
want to prove that the αc-canonical �ltration of (E, V ) is of type (2, 1). So let us consider the
�ltration of (E, V ) given as follows:

0 = (E0, V0) ⊂ (E1, V1) := (Q1,W1)⊕ (Q2,W2) ⊂ (E2, V2) = (E, V ). (10.23)

Here (E2, V2)/(E1, V1) = (Q3,W3) is αc-stable and (E1, V1)/(E0, V0) = (E1, V1) is αc-
polystable. Then by proposition 2.1.3 we get that (10.23) is the αc-canonical �ltration of
(E, V ) (and so (E, V ) has αc-canonical �ltration of type (2, 1)) if and only if condition (c)
of that proposition is satis�ed. In our case the index t is equal to 2, so (10.23) is the αc-
canonical �ltration of (E, V ) if and only if for all i = 1, 2, 3 and for all non-zero morphisms
γi : (Qi,Wi) → (E, V ) we have β ◦ γi = 0. Now conditions (10.21) imply that (Q3,W3) 6'
(Qi,Wi) for all i = 1, 2. Since all the (Qi,Wi)'s for i = 1, 2, 3 are αc-stable of the same slope,
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then for all i = 1, 2 and for all γi : (Qi,Wi) → (E, V ) we have that β ◦ γi = 0. Then we
conclude that for every (E, V ) as in (10.20) the following conditions are equivalent:

(a) (10.23) is the αc-canonical �ltration of (E, V );

(b) for all non-zero morphisms γ3 : (Q3,W3)→ (E, V ) we have β ◦ γ3 = 0.

Now (b) is equivalent to saying that the sequence (10.20) is non-split, so in order to
conclude the proof we need to verify that (10.20) is non-split if we assume the conditions of
�rst part of the claim of lemma 10.2.1. If (10.20) is split, then for every i = 1, 2 we can write
morphisms of the form

ζi : (E, V ) ' ⊕3
l=1(Ql,Wl) � (Qi,Wi).

Such a morphism cannot exist in the case under consideration, so we conclude.

Now if we denote by µ any extension like (10.20), we get that we can identify µ with a
pair

(µ1, µ2) ∈
2⊕
i=1

Ext1
(

(Q3,W3), (Qi,Wi)
)
.

This identi�cation gives a diagram of the following form for i = 1, 2:

0 (Qi,Wi) (E3i, V3i) (Q3,W3) 0 µi,

y y

0
⊕2

l=1(Ql,Wl) (E, V ) (Q3,W3) 0 µ

pri

βi

α

αi

pri

β

ηi

(10.24)

where pri is the quotient (Q1,W1)⊕(Q2,W2) � (Qi,Wi). Then we have the following results.

Lemma 10.2.2. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi with numerical conditions

(10.21), respectively (10.22) (this automatically implies that (n3, k3) 6= (ni, ki) for i = 1, 2) and

such that (Q1,W1) 6' (Q2,W2). Then the (E, V )'s that belong to G+(αc;n, d, k), respectively

to G−(αc;n, d, k), that have graded ⊕3
i=1(Qi,Wi) and αc-canonical �ltration of type (2, 1) are

parametrized by P(H1)× P(H2), where Hi := Ext1 ((Q3,W3), (Qi,Wi)) for i = 1, 2.

Proof. Let us �x any extension µ = (µ1, µ2) represented by a sequence of the form (10.20).
Using lemma 10.2.1, the following facts are equivalent

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (2, 1);

(b) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2.
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Since (Q3,W3) 6' (Qi,Wi) for i = 1, 2, then this is also equivalent to

(c) for i = 1, 2 there are no quotients ζi : (E, V ) � (Qi,Wi) such that ζi ◦ α 6= 0.

Now since (Q1,W1) 6' (Q2,W2), then by lemma 3.3.1 we get that this is also equivalent to

(d) µ1 6= 0 6= µ2.

Now if we look at the sequence (10.20), we get that Aut((Q1,W1)⊕ (Q2,W2)) = C∗ ×C∗

(because (Q1,W1) 6' (Q2,W2)) and Aut(Q3,W3) = C∗, so this proves the claim.

Lemma 10.2.3. Let us �x any triple (Qi,Wi)i=1,2,3 ∈
∏3
i=1Gi with numerical conditions

(10.21), respectively (10.22) (this automatically implies that (n3, k3) 6= (ni, ki) for i = 1, 2),

and let us suppose that (Q1,W1) ' (Q2,W2). Then the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have graded ⊕3
i=1(Qi,Wi) and αc-canonical �ltration of type

(2, 1) are parametrized by the grassmannian Grass(2, H1), where H1 := Ext1 ((Q3,W3), (Q1,W1)).

Proof. As in the previous proof, we get that for every (E, V ) that sits in a sequence (10.20)
with numerical conditions (10.21), respectively (10.22), the following facts are equivalent:

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k) and it has αc-canonical
�ltration of type (2,1);

(b) there are no quotients ζ1 : (E, V ) � (Q1,W1) such that ζ1 ◦ α 6= 0.

In this case (Q1,W1) ' (Q2,W2), so we can ignore in (b) the case i = 2. Since (Q1,W1) '
(Q2,W2), then by lemma 3.3.2 we get that this is equivalent to

(c) µ1, µ2 linearly independent in H1.

Now if we consider the exact sequence (10.20) with (Q1,W1) ' (Q2,W2), we get that
Aut(Q3,W3) = C∗, while Aut((Q1,W1)⊕ (Q1,W1)) = GL(2,C), so we conclude.

As in the previous section, we need to globalize the constructions of lemma 10.2.2 and
of lemma 10.2.3 and we we have to distinguish between 3 cases, that are taken into account
by propositions 7.2.1, 7.2.2 and 7.2.3 respectively. Once we use lemmas 10.2.2 and 10.2.3
instead of lemmas 10.1.1 and of lemma 10.1.2, the proofs are on the same line of the proofs of
propositions 7.1.1, 7.1.2 and 7.1.3 respectively, so we omit the details.





Chapter 11

Parametrization of objects with

canonical �ltration of type (1, 3) and

(3, 1)

Having �xed any triple (n, d, k) and a critical value αc for it, in this chapter we want to
describe how to parametrize those (E, V )'s that have αc-canonical �ltration of type (1,3) or
(3,1) and that belong to G+(αc;n, d, k) or to G−(αc;n, d, k).

11.1 Canonical �ltration of type (1,3)

Let us �x any object ⊕4
i=1(Qi,Wi), with all the (Qi,Wi)'s αc-stable coherent systems with

the same αc-slope µ; let us suppose that (E, V ) has such a graded at αc and that it has
αc-canonical �ltration of type (1,3). Then every (E, V ) that we want to parametrize sits in
an exact sequence of the form:

0→ (Q1,W1)
α→ (E, V )

β→ (Q2,W2)⊕ (Q3,W3)⊕ (Q4,W4)→ 0. (11.1)

Any (E, V ) as in this extension has always the following proper αc-semistable subobjects
with αc-slope µ:

� the only αc-stable one is (Q1,W1) (if any other (Qi,Wi) is a subobject, then the αc-
canonical �ltration is no more of type (1,3));

� for all i ∈ {2, 3, 4}, any extension (Ei1, Vi1) of (Qi,Wi) by (Q1,W1);

� for all i 6= j ∈ {2, 3, 4}, any extension (Eji1, Vji1) of (Qj ,Wj) by (Ei1, Vi1).

Actually, if (E, V ) has αc-canonical �ltration of type (1,3), then the previous list is com-
plete. Therefore, for any such (E, V ) we have that (E, V ) belongs to G+(αc;n, d, k) if and
only if the following numerical conditions hold:

k1

n1
<
k

n
,

k1 + kj
n1 + nj

<
k

n
∀ j ∈ {2, 3, 4},

187
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k1 + kj + kl
n1 + nj + nl

<
k

n
∀ j 6= l ∈ {2, 3, 4}. (11.2)

For every pair j, l as before, let us denote by i the index in {2, 3, 4} di�erent from j and l.
Then if we use the fact that µαc(Ejl1, Vjl1) = µαc(E, V ), we get that the last line is equivalent
to:

ki
ni
>
k

n
∀ i ∈ {2, 3, 4}. (11.3)

Actually, if we assume this condition, then we get

ki + kl
ni + nl

>
k

n
∀ i 6= l ∈ {2, 3, 4}, k2 + k3 + k4

n2 + n3 + n4
>
k

n
.

The �rst inequality implies the second condition of (11.2), while the second inequality
implies the �rst inequality of (11.2). Therefore, we conclude that given any (E, V ) with αc-
canonical �ltration of type (1,3), then (E, V ) belongs to G+(αc;n, d, k) if and only if (11.3)
holds. Analogously, given any (E, V ) with αc-canonical �ltration of type (1,3), we have that
(E, V ) belongs to G−(αc;n, d, k) if and only if:

ki
ni
<
k

n
∀ i ∈ {2, 3, 4}. (11.4)

Now if we denote by µ any extension like (11.1), we get that we can identify µ with a triple

(µ2, µ3, µ4) ∈
4⊕
i=2

Ext1
(

(Qi,Wi), (Q1,W1)
)
.

For every i = 2, 3, 4, this identi�cation gives a diagram of the form:

0 (Q1,W1) (Ei1, Vi1) (Qi,Wi) 0 µi,

y y

0 (Q1,W1) (E, V )
⊕4

l=2(Ql,Wl) 0 µ

εi

βi

α

αi

εi

β

δi

(11.5)

where εi is the embedding of (Qi,Wi) in ⊕4
l=2(Ql,Wl) for i = 2, 3, 4. Then we have the

following results.

Lemma 11.1.1. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi such that conditions

(11.3), respectively (11.4), are satis�ed (this automatically implies that (n1, k1) 6= (ni, ki) for

i = 2, 3, 4). Moreover, let us suppose that

(Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4}

(this condition can be omitted if (ni, ki) 6= (nj , kj) for every i 6= j ∈ {2, 3, 4}). Then the

(E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, kk), that have αc-canonical
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�ltration of type (1, 3) and graded ⊕4
i=1(Qi,Wi) are parametrized by

∏4
i=2 P(Hi), where Hi =

Ext1((Qi,Wi), (Q1,W1)).

Proof. Let us �x any extensions µ with representative (11.1). Then we have that (E, V ) has
a �ltration of the form

0 = (E0, V0) ⊂ (E1, V1) := (Q1,W1) ⊂ (E2, V2) = (E, V ). (11.6)

Here (E1, V1)/(E0, V0) = (Q1,W1) is αc-stable and (E2, V2)/(E1, V1) = (Q2,W2)⊕(Q3,W3)⊕
(Q4,W4) is αc-polystable. Then by proposition 2.1.3 we get that (11.6) is the αc-canonical
�ltration of (E, V ) (and so (E, V ) has αc-canonical �ltration of type (1, 3)), if and only if
condition (c) of that proposition is satis�ed. In our case the index t is equal to 2, so (E, V )

has αc-canonical �ltration of type (1, 3) if and only if for all (Qi,Wi) for i = 1, · · · , 4 and
for all non-zero morphisms γi : (Qi,Wi) → (E, V ) we have β ◦ γi = 0. Now by hypothesis
(Q1,W1) 6' (Qi,Wi) for all i = 2, 3, 4. Since all the (Qi,Wi)'s for i = 1, · · · , 4 are αc-stable
of the same slope, then for all γ1 : (Q1,W1) → (E, V ) we have that β ◦ γ1 = 0. So for every
(E, V ) as in (11.1) the following conditions are equivalent:

(a) (E, V ) has αc-canonical �ltration of type (1, 3);

(b) there are no morphisms γi : (Qi,Wi)→ (E, V ) for i = 2, 3, 4 such that β ◦ γi = 0.

By hypothesis we have that (Qi,Wi) 6' (Qj ,Wj) for all j 6= j in {2, 3, 4}, so by lemma
3.3.2, (b) is equivalent to

(c) µi 6= 0 for all i = 2, 3, 4.

Now if we look at the sequence (11.1), we get that Aut(Q1,W1) = C∗ and Aut((Q2,W2)⊕
(Q3,W3)⊕ (Q4,W4)) = C∗ × C∗ × C∗ (because (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4}),
so we conclude.

Lemma 11.1.2. Let us any �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi such that conditions

(11.3), respectively (11.4), are satis�ed (this automatically implies that (n1, k1) 6= (ni, ki) for

i = 2, 3, 4). Moreover, let us suppose that (n2, k2) = (n3, k3) and

(Q2,W2) ' (Q3,W3) 6' (Q4,W4).

Then the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have

αc-canonical �ltration of type (1, 3) and graded ⊕4
i=1(Qi,Wi) are parametrized by

Grass(2,Ext1((Q2,W2), (Q1,W1)))× P(Ext1((Q4,W4), (Q1,W1))).

Proof. As in the previous proof, we get that for any (E, V ) that sits in a sequence (11.1) the
following facts are equivalent

(a) (E, V ) has αc-canonical �ltration of type (1,3);
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(b) there are no morphisms γi : (Qi,Wi)→ (E, V ) for i = 2, 4 such that β ◦ γi 6= 0.

In this case (Q2,W2) ' (Q3,W3), so we can ignore in (b) the case i = 3. Then by lemma
3.3.2 we get that (b) is equivalent to

(c) µ4 6= 0 and µ2, µ3 linearly independent in Ext1((Q2,W2), (Q1,W1)).

Now if we consider the exact sequence (11.1) with (Q2,W2) ' (Q3,W3) 6' (Q4,W4), then
we get that Aut(Q1,W1) = C∗, while Aut((Q2,W2)⊕ (Q2,W2)⊕ (Q4,W4)) = GL(2,C)×C∗,
so we conclude.

Lemma 11.1.3. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi such that conditions

(11.3), respectively (11.4), are satis�ed (this automatically implies that (n1, k1) 6= (ni, ki) for

i = 2, 3, 4). Moreover, let us suppose that (n2, k2) = (n3, k3) = (n4, k4) and that

(Q2,W2) ' (Q3,W3) ' (Q4,W4).

Then the (E, V )'s that belong to G+(αc;n, d, k), respectively G−(αc;n, d, k), that have αc-

canonical �ltration of type (1, 3) and graded ⊕4
i=1(Qi,Wi) are parametrized by

Grass(3,Ext1((Q2,W2), (Q1,W1))).

Proof. As in the previous proof, we get that for any (E, V ) that sits in a sequence (11.1), the
following facts are equivalent.

(a) (E, V ) has αc-canonical �ltration of type (1, 3);

(b) there are no morphisms γ2 : (Q2,W2)→ (E, V ) such that β ◦ γ2 6= 0.

In this case, (Q2,W2) ' (Q3,W3) ' (Q4,W4), so we can ignore the cases i = 3, 4 in (b).
Then by lemma 3.3.2 we get that (b) is equivalent to

(c) µ2, µ3 and µ4 are linearly independent in Ext1((Q2,W2), (Q1,W1)).

Now if we consider the exact sequence (11.1) with (Q2,W2) ' (Q3,W3) ' (Q4,W4), we
get that Aut(Q1,W1) = C∗, while Aut((Q2,W2) ⊕ (Q2,W2) ⊕ (Q2,W2)) = GL(3,C), so we
conclude.

Now we give a global parametrization of the objects described before, i.e. we describe
families of schemes that parametrize various types of (E, V )'s when the graded ⊕4

i=1(Qi,Wi)

varies over
∏4
i=1Gi and the αc-canonical �ltration is of type (1,3). Since the order of the

objects (Qi,Wi) for i = 2, 3, 4 is not important, we can assume that we have �xed any order
that satis�es the following properties:

� if (ni, ki) 6= (nj , kj) for i 6= j ∈ {2, 3, 4}, then we use the lexicographic order on the set
{(ni, ki)}i=2,3,4;
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� if exactly 2 (ni, ki)'s are equal for i ∈ {2, 3, 4}, then we assume that they are (n2, k2)

and (n3, k3); by using the fact that µαc(ni, di, ki) is the same for all i = 1, · · · , 4, we get
that d2 = d3;

� if all the (ni, ki)'s are equal for i ∈ {2, 3, 4} (this implies that d2 = d3 = d4) and if
exactly 2 among the corresponding (Qi,Wi)'s are isomorphic, we order them so that
(Q2,W2) ' (Q3,W3) 6' (Q4,W4).

Let us write

Hi := Ext1 ((Qi,Wi), (Q1,W1)) ∀ i = 2, 3, 4.

Then we need to distinguish the following subcases

(1) If (n2, k2) 6= (n3, k3) 6= (n4, k4) (this implies that (n2, k2) 6= (n4, k4) since we are using
the lexicographic order), then having �xed the graded, the corresponding (E, V )'s are in
bijection with the points of P(H2)× P(H3)× P(H4).

(2) If (n2, k2) = (n3, k3) 6= (n4, k4) and (Q2,W2) 6' (Q3,W3), then the corresponding (E, V )'s
are parametrized by H23 × P(H4), where H23 := (P(H2)× P(H3))/Z2.

(3) If (n2, k2) = (n3, k3) 6= (n4, k4) and (Q2,W2) ' (Q3,W3), then H2 = H3 and the corre-
sponding (E, V )'s are parametrized by Grass(2, H2)× P(H4).

(4) Let us assume that (n2, k2) = (n3, k3) = (n4, k4) and (Q2,W2) 6' (Q3,W3) (using the
hypothesis on the ordering, this implies that (Q4,W4) is not isomorphic to (Qi,Wi) for i =

2, 3). Then the corresponding (E, V )'s are parametrized by (P(H2)×P(H3)×P(H4))/S3.

(5) Let us assume that (n2, k2) = (n3, k3) = (n4, k4) and (Q2,W2) ' (Q3,W3) 6' (Q4,W4).
Then H2 = H3 and the corresponding (E, V )'s are parametrized by Grass(2, H2)×P(H4).

(6) If (n2, k2) = (n3, k3) = (n4, k4) and (Q2,W2) ' (Q3,W3) ' (Q4,W4), then H2 = H3 = H4

and the corresponding (E, V )'s are parametrized by Grass(3, H2).

Note that in this way the cases (3) and (5) coincide if we �x the graded. However, we will
have to give di�erent global descriptions for them because the base spaces we will work on
will be di�erent.

The previous 6 cases are taken into account by propositions 7.3.1, 7.3.2, 7.3.3, 7.3.4, 7.3.5
and 7.3.6 respectively. We give below the proof of those 6 results.

Proof of proposition 7.3.1. Let us �x any triple (a, b, c) ∈ N3; as in the proof of proposition
7.1.1 we de�ne sets of data D2

a and D3
b ; moreover, we consider also a third set of data of the

form D4
c , i.e. the data consisting of a tree with 2 leaves with associated invariants (n1, k1),

(n4, k4) and c. For each set of that type we apply proposition 5.0.5 and we get projective
�brations and universal families as usual.
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If we consider only D2
a and D3

b , then we can proceed as in the proof of proposition 7.1.1 in
order to get a diagram as (10.11). In particular, we will need to use the following morphisms
obtained by that diagram:

R̂a,b;i,j
θ̂3b;j−→ Âa,b;i,j

ψ̂2
a;i−→ Ûa,b;i,j

r̂3b;j−→ Û2
a;i

p̂2a;i−→ Ĝ1.

Using again the same computations of that proposition, we get an exact sequence of families
of coherent systems parametrized by R̂a,b;i,j

0→ (Q1,W1)→ (Êa,b;i,j , V̂a,b;i,j)→ (Q2,W2)⊕ (Q3,W3)→ 0 (11.7)

as we got in (10.15). Now let us apply proposition 5.0.5 to the set of data U4
c . So we

get a �nite locally closed disjoint covering {Û4
c;k}k of Û4

c and a family of projective �brations

{R̂4
c;k

ϕ̂4
c;k−→ Û4

c;k}k. Moreover, for each k we get a family of non-splitting extensions parametrized

by R̂4
c;k, obtained as in (10.8):

0→ (ϕ̂4′
c;k, ϕ̂

4
c;k)
∗(p̂4′

c;k, p̂
4
c;k)
∗(Q̂1, Ŵ1)→ (Ê4

c;k, V̂4
c;k)⊗R̂4

c;k
O4
c;k(−1)→

→ (ϕ̂4′
c;k, ϕ̂

4
c;k)
∗(q̂4′

c;k, q̂
4
c;k)
∗(Q̂4, Ŵ4)⊗R̂4

c;k
O4
c;k(−1)→ 0. (11.8)

Now for every triple (i, j, k) we consider the following cartesian diagram, constructed in
several steps starting from (a):

R̂a,b,c;i,j,k Ĉa,b,c;i,j,k R̂a,b;i,j

�(f) �(e)

R̂4′′
c;k B̂a,b,c;i,j,k Âa,b;i,j

�(d) �(c)

R̂4′
c;k Ûa,b,c;i,j,k Ûa,b;i,j

�(b) �(a)

R̂4
c;k Û4

c;k Ĝ1.

θ̂3b;jφ̂2

ψ̂2
a;i

ϕ̂4
c;k

φ̂1

p̂2a;i◦r̂3b;j

p̂4c;k

φ̂3

(11.9)

Then we proceed as in the proof of proposition 7.1.1: given the sequences (11.7) and (11.8),
we pullback both of them to R̂a,b,c;i,j,k and we sum them in order to obtain an extension
parametrized by that space, as follows:
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0→ (Q̃1, W̃1)→ (Êa,b,c;i,j,k, V̂a,b,c;i,j,k)→ (Q̃2, W̃2)⊕ (Q̃3, W̃3)⊕ (Q̃4, W̃4)→ 0. (11.10)

Here the various (Q̃i, W̃i)'s are suitable pullbacks from the corresponding Ĝi's to R̂a,b,c;i,j,k
of the local universal families (Q̂i, Ŵi)'s. Then we conclude the proof in the same way of the
proof of proposition 7.1.1. We only need to consider the additional action of PGL(N4) on
the various spaces. The morphisms φ1, φ2 and φ3 satisfy the claim of the proposition since
φ̂1, φ̂2 and φ̂3 are obtained in diagram (11.9) as pullbacks of projective �brations with �bers
isomorphic to Pc−1,Pb−1 and Pa−1 respectively.

Proof of proposition 7.3.2. Let us consider the family of schemes of the form Ra,b,c;i,j,k ob-
tained in the proof of proposition 7.3.1. In cases (a) and (b) there is nothing to prove since
there is no action of Z2. In cases (c) and (d) it is clear that there is an action of Z2 and that
the induced morphisms to G+(αc;n, d, k), respectively to G−(αc;n, d, k), are injective only
after passing to the quotient with respect to that action. The only claim that a priori is not
obvious is the existence of the local trivializations that are compatible with the action of Z2.

We give all the details only for the case (d) and assuming for simplicity that the every
index a, b, c, i, j, k can assume only one value. In particular, this means that we have the
following identities:

Ûa,a;i,j = Ĝ1 × Ĝ2 × Ĝ3, Û4
c;k = Ĝ1 × Ĝ4, Ûa,a,c;i,j,k = Ĝ1 × Ĝ2 × Ĝ3 × Ĝ4.

So we can rewrite diagram (11.9) as follows:

R̂ Ĉ R̂0

� �

R̂4′′ B̂ Â

� �

R̂4′ Ĝ1 × Ĝ2 × Ĝ3 × Ĝ4 Ĝ1 × Ĝ2 × Ĝ3

� �

R̂4 Ĝ1 × Ĝ4 Ĝ1.

θ̂3φ̂2

ψ̂2

ϕ̂4

φ̂1

p̂2◦r̂3

ϕ̂4′

p̂4

φ̂3

(11.11)
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As in the proof of proposition 7.1.2, we can describe an open covering {V̂α,β}α,β∈A of
Ĝ1 × (Ĝ2 × Ĝ3 r ∆23) such that if we denote by Ṽα,β the subscheme of R̂ over V̂α,β , then we
have trivializations λα,β of ψ̂2 ◦ θ̂3 as follows

Ṽα,β V̂α,β × Pa−1 × Pa−1.

y

V̂α,β

pr
ψ̂2◦θ̂3|

Ṽα,β

λα,β˜

As in the proof of proposition 7.1.2, if ε denotes the non-trivial element of Z2, then we
have that ε acts on Ĝ1 × Ĝ2 × Ĝ3 = Ĝ1 × Ĝ2 × Ĝ2 so that ε(V̂α,β) = V̂β,α. Then we write

V̂ ′α,β := V̂α,β × Ĝ4 ⊂ Ĝ1 × (Ĝ2 × Ĝ3 r ∆23)× Ĝ4.

In the case when Û4
c;k does not coincide with the whole Ĝ1× Ĝ4, this should be de�ned as:

V̂ ′α,β := V̂α,β ×Ĝ1
Û4
c;k.

In the case under consideration we can simply use the previous de�nition. Now the pre-
vious action of ε on Ĝ1 × Ĝ2 × Ĝ3 extends to an action on Ĝ1 × Ĝ2 × Ĝ3 × Ĝ4, so that
ε(V̂ ′α,β) = V ′β,α. Since the �bration θ̂3 ◦ ψ̂2 is trivial on V̂α,β , then we get that the �bration

φ̂3 ◦ φ̂2 is trivial over each V ′α,β . Moreover, this trivialization is compatible with the action of
Z2 on the base and on the top space.

Since ϕ̂4 is a locally trivial �bration, then there is a covering {Û4
γ}γ of Û4 = Ĝ1 × Ĝ4 and

trivializations

λγ : R̂4|Û4
γ

∼−→ Û4
γ × Pc−1.

Then we de�ne

V̂ ′α,β,γ := V̂ ′α,β ∩ (Û4
γ × Ĝ2 × Ĝ3) = V̂ ′α,β ×Ĝ1

Û4
γ ⊂ Ĝ1 × (Ĝ2 × Ĝ3 r ∆)× Ĝ4.

By pullback we get induced trivializations of ϕ̂4′ :

λ′γ : R̂4′ |V ′α,β,γ
∼−→ V̂ ′α,β,γ × Pc−1.

For every triple (α, β, γ) let us de�ne

Ṽ ′α,β,γ := R̂|V̂ ′α,β γ
By construction, we have
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Ṽ ′α,β,γ :=
(
Ĉ|V̂ ′α,β,γ

)
×V̂ ′α,β,γ

(
R̂4′ |V̂ ′α,β,γ

)
.

Since both both φ̂3 ◦ φ̂2 and ϕ̂4′ are trivial �brations if restricted to V̂ ′α,β,γ , then we get
that

Ṽ ′α,β,γ ' V̂ ′α,β,γ × Pa−1 × Pa−1 × Pc−1.

The action of Z2 extends to an action also on Ĝ1× Ĝ2× Ĝ3× Ĝ4 and on R̂. We have that
ε(V̂ ′α,β,γ) = V̂ ′β,α,γ and analogously for Ṽ ′α,β,γ . In particular, we have:

� ε(V̂ ′α,α,γ) = V̂ ′α,α,γ ;

� if α 6= β and we set Ŵα,β,γ := V̂ ′α,β,γ ∩ V̂ ′β,α,γ , then ε(Ŵα,β,γ) = Ŵα,β,γ ;

� if α 6= β and we set Ẑα,β,γ := (V̂ ′α,β,γ ∪ V̂ ′β,α,γ) r Ŵα,β,γ , then ε(Ẑα,β,γ) = Ẑα,β,γ .

Then the set:

{T̂l}l∈L :=
{
{V̂α,α,γ}α∈A, {Ŵα,β,γ}α<β, {Ẑα,β,γ}α<β

}
γ

is a locally closed covering of Ĝ1 × (Ĝ2 × Ĝ3 r ∆23) × Ĝ4 and each of such subschemes is
invariant under the action of Z2. Moreover, by restricting to any subscheme T̂l we have a
trivialization of the �bration φ̂3 ◦ φ̂2 ◦ φ̂1 and that trivialization is compatible with the action
of Z2 on T̂i×Pa−1×Pa−1×Pc−1. Finally, we consider the free action of PGL(N1)×PGL(N2)×
PGL(N3)× PGL(N4) on all these schemes and we conclude.

Proof of proposition 7.3.3. Let us �x any pair of invariants (a, b) ∈ N2. Let us denote by p̂12

and q̂12 the projections from Ĝ1 × Ĝ2 to its factors. If the subscheme

Û2
a := {t ∈ Ĝ1 × Ĝ2 s.t. dim Ext1((q̂′12, q̂12)∗(Q̂2, Ŵ2)t, (p̂

′
12, p̂12)∗(Q̂1, Ŵ1)t) = a}

is non-empty, then it has a �nite disjoint locally closed covering {Û2
a;i}i such that for every i

the sheaf

Êa;i := Ext1πÛa;i
((q̂′12, q̂12)∗(Q̂2, Ŵ2), (p̂′12, p̂12)∗(Q̂1, Ŵ1))∨

is locally free of rank a and commutes with base change. By conditions (11.3), respectively
(11.4), and lemma 1.0.4, we get that

Hom((q̂′12, q̂12)∗(Q̂2, Ŵ2)t, (p̂
′
12, p̂12)∗(Q̂1, Ŵ1)t) = 0

for all t ∈ Ĝ1 × Ĝ2. Therefore, we can apply corollary 4.5.6 for t = 2, so we get that there
exists a grassmannian bundle

θ̂2;a;i : Q̂2;a;i := Grass(2, Êa;i) −→ Û2
a;i
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associated to the sheaf Ê2;i. Moreover, there exists a universal non-degenerate extension of
rank 2 on the right:

0→ (θ̂′2;a;i, θ̂2;a;i)
∗(p̂′12, p̂12)∗(Q̂1, Ŵ1)→ (E123

a;i ,V123
a;i )→

→ (θ̂′2;a;i, θ̂2;a;i)
∗(q̂′12, q̂12)∗(Q̂2, Ŵ2)⊗Q̂2;a;i

M2;a;i → 0, (11.12)

whereM2;a;i is a locally free sheaf on Q̂2;a;i of rank 2. In particular, we have that for every
t ∈ Grass(2, Êa;i) the restriction of the previous extension to t gives an extension of the form

0→ (Q1,W1)→ (E123, V 123)→ (Q2,W2)⊕2 → 0

that is a representative for an object µ = (µ2, µ3) such that µ2 and µ3 are linearly independent
vectors of Ext1((Q2,W2), (Q1,W1)).

Now let us consider a set of data D4
b given by

� r = 2, i.e. we are considering a tree with only 2 leaves and an internal node;

� the invariants (n1, k1) and (n4, k4) associated to the �rst leaf, respectively to the second
leaf;

� any non-negative integer b such that the subscheme

Û4
b := {t ∈ Ĝ1 × Ĝ4 s.t. dim Ext1((q̂′14, q̂14)∗(Q̂4, Ŵ4)t, (p̂

′
14, p̂14)∗(Q̂1, Ŵ1)t) = b}

is non-empty. Here p̂14 and q̂14 are the projections from Ĝ1 × Ĝ4 to its 2 factors.

Then by proposition 5.0.5 we get a family of induced locally trivial �brations of rank b:

{ϕ̂4
b;j : R̂4

b;j −→ Û4
b;j}j ,

where {Û4
b;j}j is a �nite disjoint locally closed covering of Û4

b . Moreover, for every j we get a

universal family of non-splitting extensions parametrized by R̂4
b;j

0→ (ϕ̂4′
b;j , ϕ̂

4
b;j)
∗(p̂′14, p̂14)∗(Q̂1, Ŵ1)→ (Ê4

b;j , V̂4
b;j)⊗R̂4

b;j
Ob;j(−1)→

→ (ϕ̂4′
b;j , ϕ̂

4
b;j)
∗(q̂′14, q̂14)∗(Q̂4, Ŵ4)⊗R̂4

b;j
Ob;j(−1)→ 0. (11.13)

Then for every pair (i, j) we consider the �ber product
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R̂a,b;i,j Âa,b;i,j Q̂2;a;i

� �

R̂4′
b;j Ûa,b;i,j Û2

a;i

� �

R̂4
b;j Û4

b;j Ĝ1.
p̂14

p̂12

θ̂2;a;i

q̂4

q̂2p̂2

p̂4

ϕ̂4
b;j

Note that actually Âa,b;i,j = Grass(2, F̂a;i), where F̂a;i is the pullback of Êa;i from Û2
a;i to

Ûa,b;i,j .

Then we consider the pullback of (11.12) from Q̂2;a;i to R̂a,b;i,j and the pullback of (11.13)
from R̂4

b;j to R̂a,b;i,j and we sum the resulting extensions. Then we get an extension parame-

trized by R̂a,b;i,j of the form

0→ (Q̃1, W̃1)→ (Ea,b;i,j ,Va,b;i,j)→ (Q̃2, W̃2)⊗R̂a,b;i,j M̃2;a;i ⊕ (Q̃4, W̃4)→ 0.

By using lemma 11.1.2 we get that for every r ∈ R̂a,b;i,j the central term of the previous
extension restricts to a coherent system (E, V ) that belongs to G+(αc;n, d, k), respectively
to G−(αc;n, d, k). Therefore, by the universal properties of such schemes, there exists an
induced morphism ω̂a,b;i,j from R̂a,b;i,j to G+(αc;n, d, k), respectively to G−(αc;n, d, k). Then
we consider the free action of PGL(N1) × PGL(N2) × PGL(N4) on R̂a,b;i,j and we denote
by Ra,b;i,j the quotient. The morphism ω̂a,b;i,j is invariant under such an action, so it induces
a morphism ωa,b;i,j from Ra,b,c;i,j to G+(αc;n, d, k), respectively to G−(αc;n, d, k). Such a
morphism is injective by lemma 11.1.2, so we conclude.

Proof of proposition 7.3.4. Let us consider the family of schemes of the form R̂a,b,c;i,j,k ob-
tained in the proof of proposition 7.3.1. For the schemes of the form (a),(b) and (e) there is
nothing to prove, since there are no actions, so we conclude directly. For the schemes of the
form (c),(d) and (f)-(i) we can proceed as in the proof of proposition 7.3.3. Then we have only
to describe the action of S3 on the schemes of the form (j). For simplicity, let us assume that
the indices a and i assume only one value. Otherwise, the proof involves more indices, but
the idea is exactly the same. In that case, in the proof of proposition 7.3.1 for every l = 2, 3, 4

we have that

Û la;i = Ĝ1 × Ĝ2

and the base Û = Ûa,a,a;i,i,i is constructed as the �ber product
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Û = Û2 ×Ĝ1
Û3
a;i ×Ĝ1

Û4
a;i = Ĝ1 × Ĝ2 × Ĝ2 × Ĝ2.

For l = 2, 3, 4, let us write:

X̂ l := R̂2
a;i

ϕ̂l=ϕ̂2
a;i−→ Û2

a;i = Ĝ1 × Ĝ2.

This is the same �bration, we give 3 di�erent names to that �bration in order to distinguish
the various components of

R̂a,a,a;i,i,i = X̂2 ×Ĝ1
X̂3 ×Ĝ1

X̂4.

Since ϕ̂2 is a locally trivial �bration with �bers isomorphic to Pa−1, then there exists an
open covering {Û2

α}α∈A of Ĝ1 × Ĝ2 and trivializations

Û2
α × Pa−1 ∼−→ X̂2|Û2

α
.

If we identify X̂2 = X̂3 = X̂4, we get that the same covering trivializes also ϕ̂3 and ϕ̂4.
We denote those coverings of X̂3 and X̂4 by {Û3

β}β∈A and {Û4
γ}γ∈A respectively. Now for

every triple (α, β, γ) ∈ A3 we consider

Ûα,β,γ := (Û2
α × Ĝ3 × Ĝ4) ∩ (Û3

β × Ĝ2 × Ĝ4) ∩ (Û4
γ × Ĝ2 × Ĝ3) ⊂

⊂ Ĝ1 × Ĝ2 × Ĝ3 × Ĝ4 = Ĝ1 × Ĝ2 × Ĝ2 × Ĝ2.

In the case when Û2
a;i does not coincide with the whole Ĝ1× Ĝ2, this should be de�ned as:

Ûα,β,γ := Û2
α ×Ĝ1

Û3
β ×Ĝ1

Û4
γ .

The set {Ûα,β,γ}α,β,γ∈A is an open covering of Û . Let us consider:

Ũα,β,γ := R̂|Ûα,β,γ = X̂2|Û2
α
×Ĝ1

X̂3|Û3
β
×Ĝ1

X̂4|Û2
γ
.

Since we have trivializations as before, we get that

Ũα,β,γ ' Ûα,β,γ × Pa−1 × Pa−1 × Pa−1

and this isomorphism is compatible with the �bration φ̂1 ◦ φ̂2 ◦ φ̂3. We denote by ∆̂ the big
diagonal of Ĝ2 × Ĝ2 × Ĝ2, i.e. the set of all triples of objects such that at least 2 of them are
isomorphic. Then we de�ne the scheme

M̂ := R̂|Ĝ1×(Ĝ2×Ĝ2×Ĝ2r∆̂)

For every triple (α, β, γ) we write:

V̂α,β,γ := Ûα,β,γ ∩ Ĝ1 × (Ĝ2 × Ĝ2 × Ĝ2 r ∆̂).

Then we have that M̂ is covered by open subschemes Ṽα,β,γ de�ned as Ũα,β,γ ∩ M̂ and we
have trivializations:
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Ṽα,β,γ ' V̂α,β,γ × Pa−1 × Pa−1 × Pa−1

compatible with the �bration φ̂1 ◦ φ̂2 ◦ φ̂3. Moreover, we have a natural action of S3 both on
Ĝ1× (Ĝ2× Ĝ2× Ĝ2r ∆̂) and on M̂ , and such an action is compatible with this trivializations.
Now for every σ ∈ S3 we have that σ(V̂α,β,γ) = V̂σ(α),σ(β),σ(γ) where σ acts by permutations
on the ordered set {α, β, γ}. Then we set the following notation:

� If α 6= γ, we set Ŵ 0
α,γ := (V̂α,α,γ ∩ V̂α,γ,α)∪ (V̂α,α,γ ∩ V̂γ,α,α)∪ (V̂α,γ,α ∩ V̂γ,α,α). Then we

de�ne:

Ŵ 3
α,γ := V̂α,α,γ ∩ V̂α,γ,α ∩ V̂γ,α,α,

Ŵ 1
α,γ := (V̂α,α,γ ∪ V̂α,γ,α ∪ V̂γ,α,α) r Ŵ 0

α,γ ,

Ŵ 2
α,γ := W 0

α,γ r Ŵ 3
α,γ .

� If α, β, γ are 3 distinct indices, then for every i = 1, · · · , 6 we de�ne Ẑiα,β,γ as the set

of all the t ∈ V̂σ(α),σ(β),σ(γ) (for some σ ∈ S3) that belong to exactly i sets of the form
V̂η(α),η(β),η(γ) for η ∈ S3. For example,

Ẑ1
α,β,γ := (∪σ∈S3 V̂σ(α),σ(β),σ(γ)) r (∪σ 6=η∈S3 V̂σ(α),σ(β),σ(γ) ∩ V̂η(α),η(β),η(γ))

and

Ẑ6
α,β,γ := ∩σ∈S3 V̂σ(α),σ(β),σ(γ).

Each of these sets is invariant under the action of S3 and we have that the set

{T̂l}l∈L :=

{
{V̂α,α,α}α∈A, {Ŵ l

α,γ} l=1,2,3
α<γ

, {Ẑ lα,β,γ} l=1,··· ,6
α<β<γ

}
is a disjoint locally closed covering of Ĝ1× (Ĝ2× Ĝ2× Ĝ2 r∆) and each of such subschemes is
invariant under the action of S3. By restricting to any subscheme T̂l we have a trivialization
of the �bration φ̂3 ◦ φ̂2 ◦ φ̂1 and that trivialization is compatible with the action of S3 on
Tl × Pa−1 × Pa−1 × Pa−1. Finally, we consider the free action of PGL(N1) × PGL(N2) ×
PGL(N2)× PGL(N2) on all these schemes and we conclude.

Proof of proposition 7.3.5. The proof is on the same line of the proof of proposition 7.3.3. The
only signi�cant di�erence is that we need to substitute the scheme Ûa,b;i,j in that proposition
by the scheme

V̂a,b;i,j := Ûa,b;i,j ∩ (Ĝ1 × (Ĝ2 × Ĝ2 r ∆)).

Moreover, we have to replace the grassmannian �bration Âa,b;i,j over Ûa,b;i,j by its restric-
tion B̂a,b;i,j over V̂a,b;i,j . Then the rest of the proof is analogous, so we omit it.
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The proof of proposition 7.3.6 is on the same line of the proof of proposition 7.1.3, so we
omit the details.

11.2 Canonical �ltration of type (3,1)

Let us �x any object ⊕4
i=1(Qi,Wi), with all the (Qi,Wi)'s αc-stable coherent systems with

the same αc-slope µ; let us suppose that (E, V ) has such a graded at αc and that it has
αc-canonical �ltration of type (3,1). Then every (E, V ) that we want to parametrize sits in
an exact sequence of the form:

0→ (Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3)
α→ (E, V )

β→ (Q4,W4)→ 0. (11.14)

If (E, V ) has canonical �ltration of type (3,1), then it has always the following proper
αc-semistable subobjects with αc-slope µ:

(a) (Qi,Wi) for i = 1, 2, 3;

(b) for all i 6= j ∈ {1, 2, 3}, (Qi,Wi)⊕ (Qj ,Wj);

(c) (Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3).

This is not a complete list, see lemma 11.2.1. Given any (E, V ) as in (11.14) with αc-
�ltration of type (3,1), the following numerical conditions are necessary in order to have that
(E, V ) is not destabilized for α+

c by subobjects of type (b) and (c):

ki + kj
ni + nj

<
k

n
∀ i 6= j ∈ {1, 2, 3}, k1 + k2 + k3

n1 + n2 + n3
<
k

n
. (11.15)

Actually, both conditions are implied by

ki
ni
<
k

n
∀ i ∈ {1, 2, 3} (11.16)

and these conditions ensure also that (E, V ) is not destabilized also by subobjects of type
(a). Therefore we get that conditions (11.16) are necessary (but in general not su�cient) in
order to have that (E, V ) belongs to G+(αc;n, d, k): Analogously, the following numerical
conditions are necessary (but in general not su�cient) in order to have that (E, V ) belongs
to G−(αc;n, d, k):

ki
ni
>
k

n
∀ i ∈ {1, 2, 3}. (11.17)

Lemma 11.2.1. Given any (E, V ) as in (11.14) with conditions (11.16), respectively (11.17),

then (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), if and only if there are

no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2, 3. Moreover, if this happens, then (E, V ) has

αc-canonical �ltration of type (3, 1).
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Proof. Let us suppose that we use conditions (11.16), the other case is completely analogous.
If there is any quotient ζi as in the claim, then the kernel (E′, V ′) of ζi is an αc-semistable
subsystem of (E, V ) with k′ = k − ki and n′ = n − ni. Since µαc(E, V ) = µαc(E

′, V ′), using
(11.16) we get that k′

n′ >
k
n , so (E, V ) cannot be α+

c -stable.

Conversely, if (E, V ) is not α+
c -stable, then there exists a subsystem (E′, V ′) that desta-

bilizes it for α+
c . Using (11.16) and (11.15), the graded of (E′, V ′) cannot contain only some

(possibly all) objects of the form (Qi,Wi) for i ∈ {1, 2, 3}, so it contains (Q4,W4). Therefore
the quotient (E′′, V ′′) := (E, V )/(E′, V ′) contains only some (possibly all) objects of the form
(Qi,Wi) for i ∈ {1, 2, 3}. If we consider a Jordan-Hölder �ltration (E′′l , V

′′
l )l=1,··· ,t of (E′′, V ′′),

we get that (E′′, V ′′)/(E′′t−1, V
′′
t−1) is isomorphic to some (Qi,Wi) for i ∈ {1, 2, 3}, so we get a

quotient (E, V ) � (E, V )/(E′, V ′) = (E′′, V ′′) � (Qi,Wi).

Now let us assume that there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2, 3; we
want to prove that the αc-canonical �ltration of (E, V ) is of type (3, 1). So let us consider the
�ltration of (E, V ) given as follows:

0 = (E0, V0) ⊂ (E1, V1) := (Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3) ⊂ (E2, V2) = (E, V ). (11.18)

Here (E2, V2)/(E1, V1) = (Q4,W4) is αc-stable and (E1, V1)/(E0, V0) = (E1, V1) is αc-
polystable. Then by proposition 2.1.3 we get that (11.18) is the αc-canonical �ltration of
(E, V ) (and so (E, V ) has αc-canonical �ltration of type (3, 1)) if and only if condition (c)
of that proposition is satis�ed. In our case the index t is equal to 2, so (11.18) is the αc-
canonical �ltration of (E, V ) if and only if for all i = 1, · · · , 4 and for all non-zero morphisms
γi : (Qi,Wi) → (E, V ) we have β ◦ γi = 0. Now by hypothesis (Q4,W4) 6' (Qi,Wi) for all
i = 1, 2, 3. Since all the (Qi,Wi)'s for i = 1, · · · , 4 are αc-stable of the same slope, then for all
i = 1, 2, 3 and for all γi : (Qi,Wi) → (E, V ) we have that β ◦ γi = 0. Then we conclude that
for every (E, V ) as in (11.14) the following conditions are equivalent:

(a) (11.18) is the αc-canonical �ltration of (E, V );

(b) for all morphisms γ4 : (Q4,W4)→ (E, V ) we have β ◦ γ4 = 0.

Now proving (b) is equivalent to proving that the sequence (11.14) is non-split. By con-
tradiction, let us suppose that it is split. Then for every i = 1, 2, 3 we can write morphisms
of the form

ζi : (E, V ) ' ⊕4
l=1(Ql,Wl) � (Qi,Wi).

But this is impossible in our hypothesis, so we conclude.

Now if we denote by µ any extension like (11.14), we get that we can identify µ with a
triple
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(µ1, µ2, µ3) ∈
3⊕
i=1

Ext1
(

(Q4,W4), (Qi,Wi)
)
.

For every i = 1, 2, 3, this identi�cation gives a diagram of the form:

0 (Qi,Wi) (E4i, V4i) (Q4,W4) 0 µi,

y y

0
⊕3

l=1(Ql,Wl) (E, V ) (Q4,W4) 0 µ

pri

βi

α

αi

pri

β

ηi

(11.19)

where pri is the quotient ⊕3
l=1(Ql,Wl) � (Qi,Wi) for every i = 1, 2, 3. Then we have the

following results.

Lemma 11.2.2. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(11.16), respectively (11.17), and let us suppose that (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈
{1, 2, 3}. Then the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that

have graded ⊕4
i=1(Qi,Wi) and canonical �ltration of type (3, 1) are parametrized by P(H1) ×

P(H2)× P(H3), where Hi := Ext1((Q4,W4), (Qi,Wi)) for i = 1, 2, 3.

Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ1, µ2, µ3). Using
the previous lemma, the following facts are equivalent

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (3, 1);

(b) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2, 3.

Since (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3, then (b) is equivalent to

(d) for all quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2, 3 we have that α ◦ ζi = 0.

Since (Qi,Wi) 6' (Qj ,Wj) for all i 6= j in {1, 2, 3}, then by lemma 3.3.2 we get that (c) is
equivalent to

(d) µi 6= 0 for all i = 1, 2, 3.

Now if we look at the sequence (11.14), we get that Aut(Q4,W4) = C∗ and Aut((Q1,W1)⊕
(Q2,W2)⊕ (Q3,W3)) = C∗ × C∗ × C∗ (because (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {1, 2, 3}),
so we conclude.

Lemma 11.2.3. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(11.16), respectively (11.17), and let us suppose that (Q1,W1) ' (Q2,W2) 6' (Q3,W3). Then

the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have graded

⊕4
i=1(Qi,Wi) and αc-canonical �ltration of type (3, 1) are parametrized by Grass(2, H1) ×

P(H3), where Hi = Ext1 ((Q4,W4), (Qi,Wi)) for i = 1, 3
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Proof. As in the previous proof, we get that for any (E, V ) that sits in a sequence (11.14)
with conditions (11.16), respectively (11.17), the following facts are equivalent:

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (3,1);

(b) for all quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 3 we have α ◦ ζ = 0.

In this case (Q1,W1) ' (Q2,W2), so we can ignore the case i = 2 in (b). Using lemma
3.3.2, we get that (b) is equivalent to

(c) µ3 6= 0 and µ1, µ2 linearly independent in H1.

Now if we consider the exact sequence (11.14) with (Q1,W1) ' (Q2,W2) 6' (Q3,W3), we
get that Aut(Q4,W4) = C∗, while Aut((Q1,W1)⊕ (Q1,W1)⊕ (Q3,W3)) = GL(2,C)× C∗, so
we conclude.

Lemma 11.2.4. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(11.16), respectively (11.17), and let us suppose that (Q1,W1) ' (Q2,W2) ' (Q3,W3). Then

the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have graded

⊕4
i=1(Qi,Wi) and αc-canonical �ltration of type (3, 1) are parametrized by Grass(3, H1), where

we set H1 = Ext1 ((Q4,W4), (Q1,W1)).

Proof. As in the previous proof, we get that for any (E, V ) that sits in a sequence (11.14)
with conditions (11.16), respectively (11.17), the following facts are equivalent.

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k) and it has αc-canonical
�ltration of type (3, 1);

(b) for all quotients ζ1 : (E, V ) � (Q1,W1) we have ζ1 ◦ α = 0.

In this case, (Q1,W1) ' (Q2,W2) ' (Q3,W3), so we can ignore the cases i = 2, 3 in (b).
Since (Q1,W1) ' (Q2,W2) ' (Q3,W3), by lemma 3.3.2 we have that (b) is equivalent to

(c) µ1, µ2 and µ3 are linearly independent in H1.

Now if we consider the exact sequence (11.14) with (Q1,W1) ' (Q2,W2) ' (Q3,W3), we
get that Aut(Q4,W4) = C∗, while Aut((Q1,W1) ⊕ (Q1,W1) ⊕ (Q1,W1)) = GL(3,C), so we
conclude.

Now we give a global parametrization of the objects described before, i.e. we describe
families of schemes that parametrize various types of (E, V )'s when the graded ⊕4

i=1(Qi,Wi)

varies over
∏4
i=1Gi and the αc-canonical �ltration is of type (3,1). Since the order of the

objects (Qi,Wi) for i = 1, 2, 3 is not important, we can assume that we have �xed any order
that satis�es the following properties:

� if (ni, ki) 6= (nj , kj) for i 6= j ∈ {1, 2, 3}, then we use the lexicographic order on the set
{(ni, ki)}i=1,2,3;



204 11. Parametrization of objects with canonical �ltration of type (1, 3) and (3, 1)

� if exactly 2 (ni, ki)'s are equal for i ∈ {1, 2, 3}, then we assume that they are (n1, k1)

and (n2, k2); in this case we have automatically that d1 = d2;

� if all the (ni, ki)'s are equal for i ∈ {1, 2, 3} (and so also d1 = d2 = d3) and if exactly 2

among the corresponding (Qi,Wi)'s are isomorphic, we order them so that (Q1,W1) '
(Q2,W2).

Let us write

Hi := Ext1 ((Q4,W4), (Qi,Wi)) ∀ i = 1, 2, 3.

Then we need to distinguish the following subcases:

(1) If (n1, k1) 6= (n2, k2) 6= (n3, k3) (this implies that (n1, k1) 6= (n3, k3) since we are using
the lexicographic order), then having �xed the graded, the corresponding (E, V )'s are in
bijection with the points of P(H1)× P(H2)× P(H3).

(2) If (n1, k1) = (n2, k2) 6= (n3, k3) and (Q1,W1) 6' (Q2,W2), then the corresponding (E, V )'s
are parametrized by H12 × P(H3), where H12 := (P(H1)× P(H2))/Z2.

(3) If (n1, k1) = (n2, k2) 6= (n3, k3) and (Q1,W1) ' (Q2,W2), then H1 = H2 and the corre-
sponding (E, V )'s are parametrized by Grass(2, H1)× P(H3).

(4) Let us assume that (n1, k1) = (n2, k2) = (n3, k3) and (Q1,W1) 6' (Q2,W2) (using the
hypothesis on the ordering, this implies that (Q3,W3) is not isomorphic to (Qi,Wi) for i =

1, 2). Then the corresponding (E, V )'s are parametrized by (P(H1)×P(H2)×P(H3))/S3.

(5) Let us assume that (n1, k1) = (n2, k2) = (n3, k3) and (Q1,W1) ' (Q2,W2) 6' (Q3,W3).
Then H1 = H2 and the corresponding (E, V )'s are parametrized by Grass(2, H1)×P(H3).

(6) If (n1, k1) = (n2, k2) = (n3, k3) and (Q1,W1) ' (Q2,W2) ' (Q3,W3), then H1 = H2 = H3

and the corresponding (E, V )'s are parametrized by Grass(3, H1).

Note that in this way cases (3) and (5) coincide if we �x the graded. However, we will
have to give di�erent global descriptions for them because the base spaces we will work on
will be di�erent.

The previous 6 cases are taken into account by propositions 7.4.1, 7.4.2, 7.4.3, 7.4.4, 7.4.5
and 7.4.6 respectively. The proofs of those results are omitted since they are analogous to
those of the previous section. The only signi�cant di�erence is that we use lemmas 11.2.2,
11.2.3 and 11.2.4 instead of lemmas 11.1.1, 11.1.2 and 11.1.3 respectively.



Chapter 12

Parametrization of objects with

canonical �ltration of type (2,1,1),

(1,2,1) and (1,1,2)

Having �xed any triple (n, d, k) and a critical value αc for it, in this chapter we want to
describe how to parametrize those (E, V )'s that have αc-canonical �ltration of type (2,1,1),
(1,2,1) and (1,1,2) and that belong to G+(αc;n, d, k) or to G−(αc;n, d, k).

Remark 12.0.1. We have a complete pointwise description for all the cases (2,1,1), (1,2,1) and
(1,1,2), as described below. Regrettably, we are able to get complete global results only for
the cases (2,1,1) and (1,1,2); at the moment it is possible to get explicit results only for 4 of
the 8 subcases involved in the case (1,2,1) (see below for the details).

Remark 12.0.2. We will give the pointwise descriptions for every quadruple (ni, ki)i=1,··· ,4
(with the additional numerical conditions such that the corresponding (E, V )'s belong to
G+(αc;n, d, k) or to G−(αc;n, d, k)). Anyway, we will need the results of this chapter only for
the case when n = 4 and k = 1; in this case the subschemes G+(αc;n, d, k) will be associated
to a quadruple (ni, ki)i=1,··· ,4 such that

(1, 0) = (n1, k1) = (n2, k2) = (n3, k3) 6= (n4, k4) = (1, 1);

analogously, G−(αc;n, d, k) will be associated to a quadruple (ni, ki)i=1,··· ,4 such that

(1, 1) = (n1, k1) 6= (n2, k2) = (n3, k3) = (n4, k4) = (1, 0).

So we will give explicitly the global results by restricting to the case when (n1, k1) =

(n2, k2) = (n3, k3) in case of αc-canonical �ltration of type (2,1,1) and in the �rst subcase
associated to αc-canonical �ltrations of type (1,2,1). We will restrict to the condition that
(n2, k2) = (n3, k3) = (n4, k4) in case of αc-canonical �ltration of type (1,1,2) and in the
remaining subcases associated to αc-canonical �ltrations of type (1,2,1).
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12.1 Canonical �ltration of type (2,1,1)

If (E, V ) has αc-canonical �ltration of type (2,1,1), then its αc-canonical �ltration is given
by:

0 ⊂ (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V )

where (E1, V1) ' (Q1,W1)⊕(Q2,W2); we write (Q3,W3) := (E2, V2)/(E1, V1) and (Q4,W4) :=

(E, V )/(E2, V2). All the (Qi,Wi)'s for i = 1, · · · , 4 are αc-stable coherent systems with the
same αc-slope µ. Then we can associate to every (E, V ) that we want to parametrize a pair
of exact sequences of the form:

0→ (Q3,W3)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0; (12.1)

0→ (Q1,W1)⊕ (Q2,W2)
α1−→ (E, V )

β1−→ (E′′, V ′′)→ 0. (12.2)

We denote by µ and ν the classes of those 2 exact sequences. If (E, V ) has αc-canonical
�ltration of type (2,1,1), then it has always the following proper αc-semistable subobjects with
αc-slope µ:

(a) (Qi,Wi) for i = 1, 2;

(b) (Q1,W1)⊕ (Q2,W2);

(c) an extension of (Q3,W3) by (Q1,W1)⊕ (Q2,W2).

This is not a complete list, see lemma 12.1.2 and remark 12.1.1 for a complete list. If we
consider only the subobjects (a) and (c), we get that the following conditions are necessary (but
in general not su�cient) in order to have that (E, V ) as in (12.2) belongs to G+(αc;n, d, k):

ki
ni
<
k

n
∀ i ∈ {1, 2}, k1 + k2 + k3

n1 + n2 + n3
<
k

n
. (12.3)

We remark that the �rst condition implies that

k1 + k2

n1 + n2
<
k

n
, (12.4)

so also the subobject of type (b) does not destabilize (E, V ) for α+
c . Analogously, we get

that the following conditions are necessary (but in general not su�cient) in order to have that
(E, V ) belongs to G−(αc;n, d, k):

ki
ni
>
k

n
∀ i ∈ {1, 2}, k1 + k2 + k3

n1 + n2 + n3
>
k

n
. (12.5)

Now let us consider the following long exact sequence obtained by applying the functor
Hom(−, (Q1,W1)⊕ (Q2,W2)) to (12.1):

· · · → Ext1((Q4,W4), (Q1,W1)⊕ (Q2,W2))
β2−→ Ext1((E′′, V ′′), (Q1,W1)⊕ (Q2,W2))

α2−→
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α2−→ Ext1((Q3,W3), (Q1,W1)⊕ (Q2,W2))→ · · · (12.6)

If we apply α2 to ν we get a diagram of this form:

0 ⊕2
i=1(Qi,Wi) (E2, V2) (Q3,W3) 0 α2(ν).

y y

0 ⊕2
i=1(Qi,Wi) (E, V ) (E′′, V ′′) 0 ν

α2

β′1

α1

α′1

α2

β1

δ

(12.7)

By the snake lemma and (12.1), we have an induced short exact sequence

0→ (E2, V2)
δ−→ (E, V )

η−→ (Q4,W4)→ 0. (12.8)

We can identify ν with a pair

(ν1, ν2) ∈
2⊕
i=1

Ext1
(

(E′′, V ′′), (Qi,Wi)
)
.

For every i = 1, 2, this identi�cation gives a diagram of the form:

0 (Qi,Wi) (E43i, V43i) (E′′, V ′′) 0 νi,

y y

0
⊕2

l=1(Ql,Wl) (E, V ) (E′′, V ′′) 0 ν

pri

β43i

α1

α43i

pri

β1

ηi

(12.9)

where pri is the quotient ⊕2
l=1(Ql,Wl) � (Qi,Wi) for i = 1, 2. If we denote by j the index in

{1, 2} di�erent from i, then the snake lemma proves that we have a short exact sequence

0→ (Qj ,Wj)
δi−→ (E, V )

ηi−→ (E43i, V43i)→ 0. (12.10)

Having �xed all those notations, let us state and prove the following results.

Lemma 12.1.1. Let us �x any pair of exact sequences as (12.1) and (12.2), let us denote by

µ and ν their classes and let us suppose that (Q4,W4) 6' (Qi,Wi) ∀ i ∈ {1, 2, 3}. Then the

following facts are equivalent.

(a) (E, V ) has αc-canonical �ltration of type (2, 1, 1);

(b) µ 6= 0 and α2(ν) 6= 0.
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Proof. Let us assume (b) and let us prove that (a) holds. By de�nition of α2(ν), we have a
diagram as (12.7). We claim that the αc-canonical �ltration of (E, V ) is given by

0 ⊂ (Q1,W1)⊕ (Q2,W2) =: (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V ). (12.11)

The second line of (12.7) proves that (E2, V2)/(E1, V1) = (Q3,W3); moreover, by (12.8)
we get that (E, V )/(E2, V2) ' (Q4,W4). So for all i = 1, 2, 3 the objects of the form
(Ei, Vi)/(Ei−1, Vi−1) are αc-stable or polystable. Then by proposition 2.1.3 we get that (12.11)
is the αc-canonical �ltration of (E, V ) if and only if condition (c) of that proposition is satis�ed.
In our case the index t is equal to 3, gr(E, V ) = ⊕4

i=1(Qi,Wi) and

gr((E, V )/(E1, V1)) = gr(E′′, V ′′) = (Q3,W3)⊕ (Q4,W4).

So (12.11) is the αc-canonical �ltration of (E, V ) if and only if the following two conditions
hold:

(i) for all i = 1, · · · , 4 and for all morphisms γi : (Qi,Wi)→ (E, V ) we have β1 ◦ γi = 0;

(ii) for all i = 3, 4 and for all morphisms γ̃i : (Qi,Wi)→ (E′′, V ′′) we have β2 ◦ γ̃i = 0.

Let us consider (ii): here we can ignore γ̃3 because (Q3,W3) 6' (Q4,W4) by hypothesis.
Moreover, there is a morphism γ̃4 such that β2 ◦ γ̃4 6= 0 if and only if (12.1) is split, i.e. if and
only if µ = 0. Now let us consider (i): let us suppose that there is any non-zero morphism
γ4 : (Q4,W4)→ (E, V ) and let us write γ̃4 := β1◦γ4. Since (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3,
then necessarily we have that β2 ◦ γ̃4 6= 0, so we can apply what we said in the previous lines.

Moreover, if in (i) there exists any morphism γi for i = 1 or 2, such that β1 ◦ γi 6= 0,
then this implies that we have a non-zero morphism from (Qi,Wi) to (E′′, V ′′). Since the
graded of (E′′, V ′′) is (Q3,W3) ⊕ (Q4,W4) and since (Q4,W4) is not isomorphic to (Qi,Wi)

for i = 1, 2, then we have that necessarily (Qi,Wi) ' (Q3,W3); so the morphism γi that we
are considering is a morphism of the form γ3.

So (12.11) is the αc-canonical �ltration of (E, V ) if and only if the following two conditions
hold:

� for all morphisms γ3 : (Q3,W3)→ (E, V ) we have β1 ◦ γ3 = 0;

� µ 6= 0.

Now let us suppose that we have a morphism γ3 : (Q3,W3)→ (E, V ) such that β1 ◦γ3 6= 0

and let us consider (12.8). We have that necessarily η ◦γ3 = 0 because (Q3,W3) and (Q4,W4)

are αc-stable coherent systems and they are not isomorphic. Then by exactness of (12.8) we
get an induced non-zero morphism γ′3 : (Q3,W3) → (E2, V2) such that γ3 = δ ◦ γ′3. Now by
de�nition of γ′3 and by commutativity of (12.7) we have:

α2 ◦ β′1 ◦ γ′3 = β1 ◦ δ ◦ γ′3 = β1 ◦ γ3 6= 0.
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So we get that in particular β′1 ◦ γ′3 6= 0, so it belongs to Aut(Q3,W3) = C∗. Therefore γ′3
gives a splitting of the second line of (12.7), so α2(ν) = 0.

So we conclude that if (12.11) is the αc-canonical �ltration of (E, V ), then µ 6= 0 and
α2(ν) 6= 0, so (b) is veri�ed. Conversely, if µ = 0, then the αc-canonical �ltration of (E, V ) is
of type (2,2), (3,1) or (4), but not of type (2,1,1). If α2(ν) = 0, then the second line of (12.7)
is split, so

(E, V ) ⊃ (E2, V2) ' (Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3).

So the αc-canonical �ltration of (E, V ) is of type (3,1) or (4), but not of type (2,1,1). So
we have proved that (a) and (b) are equivalent.

Lemma 12.1.2. Let us �x any pair of exact sequences as (12.1) and (12.2) with conditions

(12.3), respectively (12.5). Moreover, let us suppose that (Q4,W4) 6' (Qi,Wi)∀ i ∈ {1, 2, 3}
and that

ki + k3

ni + n3
<
k

n
∀ i ∈ {1, 2}, resp.

ki + k3

ni + n3
>
k

n
∀ i ∈ {1, 2}. (12.12)

Let us also suppose that (E, V ) has αc-canonical �ltration of type (2, 1, 1). Then the fol-

lowing facts are equivalent.

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k);

(b) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2.

Proof. Let us assume conditions (12.3) and the �rst part of (12.12); the other case is com-
pletely analogous.

If there is any quotient ζi : (E, V ) � (Qi,Wi) for some i ∈ {1, 2}, then the kernel (E′, V ′)

of ζi is an αc-semistable subsystem of (E, V ) with the same αc-slope as (E, V ) and with
k′ = k − ki, n′ = n − ni. Since µαc(E, V ) = µαc(E

′, V ′), using (12.3) we get that k′

n′ >
k
n , so

(E, V ) cannot be α+
c -stable.

Conversely, if (E, V ) is not α+
c -stable, then there exists a proper subsystem (E′, V ′) of

(E, V ) that destabilizes it for α+
c . Such an object is necessarily αc-semistable with the same

αc-slope as (E, V ); the length of a Jordan-Hölder �ltration of (E′, V ′) can be equal to 1, 2 or
3, so we have to handle all these cases. By de�nition of αc-canonical �ltration of type (2,1,1),
we have that (Q1,W1) and (Q2,W2) are the only αc-stable subobjects of (E, V ); therefore we
have necessarily that (Qi,Wi) ⊂ (E′, V ′) for some i = 1, 2.

Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 1. In this case (E′, V ′)

coincides with (Q1,W1) or (Q2,W2), that don't destabilize (E, V ) because we are using (12.3).
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Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 2. If (E′, V ′) is an
extension of (Q2,W2) by (Q1,W1) or conversely, then it does not destabilize (E, V ) because
of (12.4). If (E′, V ′) is an extension of (Q3,W3) by (Qi,Wi) for i = 1 or 2, then (E′, V ′) does
not destabilize (E, V ) for α+

c since we are using the �rst part of (12.12).

Lastly, we have to consider the case when (E′, V ′) sits in a non-split exact sequence of the
form:

0→ (Qi,Wi)
α−→ (E′, V ′)

β−→ (Q4,W4)→ 0 (12.13)

for some i = 1, 2; we denote by γ the inclusion of (E′, V ′) in (E, V ). Let us consider the
exact sequences (12.1) and (12.2): if β1 ◦ γ = 0, this induces an injective morphism γ′ :

(E′, V ′)→ (Q1,W1)⊕ (Q2,W2) such that γ = α1 ◦ γ′, but this is impossible since the graded
of (E′, V ′) contains (Q4,W4) and (Qi,Wi) 6' (Q4,W4) for i = 1, 2. Therefore, we have that
β1 ◦ γ : (E′, V ′)→ (E′′, V ′′) is non-zero. Then we have to consider 2 subcases as follows

� If β1 ◦ γ ◦ α = 0, then by exactness of (12.13), we get an induced morphism γ′′ :

(Q4,W4) → (E′′, V ′′) such that γ′′ ◦ β = β1 ◦ γ 6= 0, so in particular γ′′ 6= 0. Since
(Q3,W3) 6' (Q4,W4), then γ′′ gives a splitting of (12.1), so µ = 0, but this is impossible
because of lemma 12.1.1. Therefore, this case cannot happen.

� If β1 ◦γ ◦α 6= 0, then such a morphism is injective and we get that (Qi,Wi) is contained
in grαc(E

′′, V ′′) = (Q3,W3)⊕ (Q4,W4). Since (Q4,W4) 6' (Qi,Wi), we conclude that in
this case (Qi,Wi) ' (Q3,W3). Then we have

ki + k4

ni + n4
=
k3 + k4

n3 + n4
>
k

n

because of (12.4). Therefore, the object (E′, V ′) destabilizes (E, V ) for α+
c . In this case,

the morphism γ induces an exact sequence

0→ (E′, V ′)
γ−→ (E, V )

ζ−→ (Ẽ, Ṽ )→ 0.

By looking at the graded objects associated to the �rst 2 coherent systems we get that
grαc(Ẽ, Ṽ ) = (Qj ,Wj)⊕ (Q3,W3) where j is the index in {1, 2} di�erent from i. In this
case we have already prove that (Qi,Wi) ' (Q3,W3), so

grαc(Ẽ, Ṽ ) ' (Qi,Wi)⊕ (Qj ,Wj) = (Q1,W1)⊕ (Q2,W2).

In particular, we have a quotient ζ ′ : (Ẽ, Ṽ ) � (Qi,Wi) for some i = 1, 2. By composing
such a quotient with ζ we conclude that we have a quotient ζi : (E, V ) � (Qi,Wi) for
some i = 1, 2.
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So we conclude that if there exists a suboject (E′, V ′) of (E, V ) with length of any αc-
Jordan-Hölder �ltration equal to 2, that destabilizes (E, V ) for α+

c , then there exists a quotient
ζi : (E, V ) � (Qi,Wi) for some i = 1, 2.

Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 3. In this case we
denote by (Ẽ, Ṽ ) the quotient (E, V )/(E′, V ′). This is a coherent system that is αc-stable. If
it equal to (Q4,W4), then (E′, V ′) does not destabilize (E, V ) for α+

c because of (12.3). If it
is equal to (Qi,Wi) for some i = 1, 2, then (E′, V ′) do destabilize (E, V ) for α+

c .

Lastly, if (Ẽ, Ṽ ) is equal to (Q3,W3), then we denote by ζ3 : (E, V ) � (Q3,W3) the quo-
tient and we distinguish 2 cases as follows.

� If (Q3,W3) 6' (Qi,Wi) for some i = 1, 2, we consider the exact sequence (12.2) and we
get that necessarily there is an induced quotient ζ ′3 : (E′′, V ′′) � (Q3,W3) such that
ζ3 = ζ ′3 ◦ β1. Then we consider (12.1): since (Q4,W4) 6' (Q3,W3), then we get that
ζ ′3 ◦α2 6= 0, so it belongs to Aut(Q3,W3) = C∗. Therefore, ζ ′3 gives a splitting of (12.2),
so µ = 0, but this is impossible by lemma 12.1.1, so this case cannot happen in our
hypothesis.

� If (Q3,W3) ' (Qi,Wi) for some i = 1, 2, then (E′, V ′) destabilize (E, V ) for α+
c .

By putting everything together, we get that if (E, V ) is not α+
c -stable, then there exists

a quotient ζi : (E, V ) � (Qi,Wi) for some i = 1, 2. Together with the �rst part of the proof,
this is su�cient to prove that (a) and (b) are equivalent.

Remark 12.1.1. Let us �x any ordering (i, j) of {1, 2}. In the previous proof we considered
also the case of a suboject (E′, V ′) of (E, V ) that is an extension of (Q3,W3) by (Qi,Wi) for
some i = 1, 2. Using the extra hypothesis given in the �rst part of (12.12) we got that if such
an object exists, then it does not destabilize (E, V ) for α+

c . If such an extra condition is not
veri�ed, than we have to impose that (E′, V ′) does not exist, otherwise it destabilizes (E, V )

for α+
c (same statement for the second part of (12.12) and α−c ). One can prove that (E, V )

has a subobject of this form if and only if pj ◦ α2(ν) = 0, where pj is the morphism

pj : Ext1((Q3,W3), (Q1,W1)⊕ (Q2,W2))→ Ext1((Q3,W3), (Qj ,Wj))

induced by any quotient pj : (Q1,W1) ⊕ (Q2,W2) → (Qj ,Wj). If (Q1,W1) 6' (Q2,W2),
pj is the projection to the j-th component (up to multiplication by non-zero scalars); if
(Q1,W1) ' (Q2,W2), pj is any morphism of the form (a, b) for (a, b) ∈ C2 r {0}.

So by proceeding as in the previous lemma one can prove the following result. We will not
need to use it, we just state this result for completeness.

Lemma 12.1.3. Let us �x any pair of exact sequences as (12.1) and (12.2) with conditions

(12.3), respectively (12.5). Moreover, let us suppose that (Q4,W4) 6' (Qi,Wi) for all i = 1, 2, 3
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and that (E, V ) has αc-canonical �ltration of type (2,1,1). Let us also �x an ordering (i, j) of

the set {1, 2} and let us suppose that

ki + k3

ni + n3
≥ k

n
and

kj + k3

nj + n3
<
k

n
, (12.14)

respectively

ki + k3

ni + n3
≤ k

n
and

kj + k3

nj + n3
>
k

n
. (12.15)

Then the following facts are equivalent:

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k);

(b) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2 and pj ◦ α2(ν) 6= 0 for all

quotients pj : (Q1,W1)⊕ (Q2,W2) � (Qj ,Wj).

If we replace conditions (12.14), respectively (12.15), by

ki + k3

ni + n3
≥ k

n
∀ i = 1, 2, (12.16)

respectively

ki + k3

ni + n3
≤ k

n
∀ i = 1, 2, (12.17)

then (a) is equivalent to

(c) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2 and pj ◦ α2(ν) 6= 0 for all

quotients pj : (Q1,W1)⊕ (Q2,W2) � (Qj ,Wj) and for all j = 1, 2.

Now the second condition of (12.3) is implied by the �rst condition of (12.3) together with
the �rst part of (12.12) (the same for (12.5) and the second part of (12.12)). Therefore, as a
corollary of lemmas 12.1.1 and 12.1.2 we get:

Corollary 12.1.4. Let us �x any quadruple (Qi,Wi)i=1,·,4 ∈
∏4
i=1Gi such that (Q4,W4) 6'

(Q3,W3) and let us suppose that

ki
ni
<
k

n
∀ i ∈ {1, 2}, ki + k3

ni + n3
<
k

n
∀ i ∈ {1, 2}, (12.18)

respectively that

ki
ni
>
k

n
∀ i ∈ {1, 2}, ki + k3

ni + n3
>
k

n
∀ i ∈ {1, 2} (12.19)

(automatically, we have that (Q4,W4) 6' (Qi,Wi) for i = 1, 2). Then the (E, V )'s that be-

long to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type

(2, 1, 1) and graded ⊕4
i=1(Qi,Wi) are those induced by pairs of exact sequences as (12.1) and

(12.2), such that:
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� µ 6= 0;

� α2(ν) 6= 0;

� there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2.

Now we will have to state 2 lemmas according to the relation between (Q1,W1) and
(Q2,W2). Note that the description of next lemma can be simpli�ed by considering together
the various sets Mi([µ]) described below for i = 1, 2, 3. We prefer to use this description
because we will need it when we will globalize it below. Indeed, if the invariants (n1, k1) and
(n2, k2) coincide, then we have a natural action of Z2 to take into account. It will turn out that
such an action �xes the bundle obtained by globalizing the set M1([µ]), while it interchanges
the bundles obtained by globalizing M2([µ]) and M3([µ]).

Lemma 12.1.5. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.18), respectively (12.19), and such that:

(Q1,W1) 6' (Q2,W2), (Q4,W4) 6' (Q3,W3)

(automatically, we have that (Q4,W4) 6' (Qi,Wi) for i = 1, 2). Let us denote by µ any class

of a non-split extension of the form

0→ (Q3,W3)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0. (12.20)

Having �xed [µ] ∈ P(Ext1((Q4,W4), (Q3,W3))), let us consider the morphisms

Ext1((Q4,W4), (Qi,Wi))
βi2−→ Ext1((E′′, V ′′), (Qi,Wi)) for i = 1, 2

induced by the morphism β2, so that the morphism β2 in (12.6) coincides with the pair (β1
2 , β

2
2).

Moreover, let us write:

M1([µ]) :=
(
Ext1((E′′, V ′′), (Q1,W1)) r Im(β1

2)
)
⊕
(
Ext1((E′′, V ′′), (Q2,W2)) r Im(β2

2)
)
,

M2([µ]) :=
(
Ext1((E′′, V ′′), (Q1,W1)) r Im(β1

2)
)
⊕
(
Im(β2

2) r {0}
)
,

M3([µ]) :=
(
Im(β1

2) r {0}
)
⊕
(
Ext1((E′′, V ′′), (Q2,W2)) r Im(β2

2)
)
.

Each of these sets has a natural action of C∗×C∗ on it (given by multiplication by scalars on

the 2 components). Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (2, 1, 1) and graded

⊕4
i=1(Qi,Wi) is given by a �bration over P(Ext1((Q4,W4), (Q3,W3))). The �ber over any

point [µ] in that space with µ represented by (12.20) is given by

M([µ]) = M1([µ])/(C∗ × C∗)q

qM2([µ])/(C∗ × C∗) q M3([µ])/(C∗ × C∗). (12.21)
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In addition, if we write:

b := dim Ext1((E′′, V ′′), (Q1,W1)), c := dim Ext1((Q4,W4), (Q1,W1)),

d := dim Ext1((E′′, V ′′), (Q2,W2)), e := dim Ext1((Q4,W4), (Q2,W2)),

then for every [µ] we have the following description.

(a) If no (Qi,Wi)'s are isomorphic for i = 1, 2, 3, then:

M([µ]) ' (Pb−1 rPc−1)× (Pd−1 rPe−1) q (Pb−1 rPc−1)× Pe−1 q Pc−1 × (Pd−1 rPe−1).

(b) If (Q1,W1) ' (Q3,W3) 6' (Q2,W2), then

M([µ]) ' (Pb−1 rPc−2)× (Pd−1 rPe−1)q (Pb−1 rPc−2)× Pe−1 q Pc−2 × (Pd−1 rPe−1).

(c) If (Q1,W1) 6' (Q2,W2) ' (Q3,W3), then

M([µ]) ' (Pb−1 rPc−1)× (Pd−1 rPe−2) q (Pb−1 rPc−1)× Pe−2 q Pc−1 × (Pd−1 rPe−2).

Proof. To any (E, V ) that we want to parametrize, we can associate a triple (µ, ν1, ν2) = (µ, ν),
where µ has a representative as (12.20) and ν = (ν1, ν2) is as in (12.2) and (12.9). Then by
using corollary 12.1.4, the following facts are equivalent

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (2, 1, 1);

(b) µ 6= 0, α2(ν) 6= 0 and there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2.

Now let us suppose that µ 6= 0 and that there is a quotient ζi : (E, V ) � (Qi,Wi) for
some i = 1, 2. If ζi ◦ α1 = 0, then this induces a quotient (E′′, V ′′) � (Qi,Wi). Since
(Qi,Wi) 6' (Q4,W4), we have that (Qi,Wi) ' (Q3,W3) and µ = 0, but this is impossible in
our case. Therefore, if µ 6= 0, then ζi ◦ α1 6= 0. Therefore, we can rewrite (b) as

(a) µ 6= 0, α2(ν) 6= 0 and there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2 such that
ζi ◦ α1 6= 0.

Since (Q1,W1) 6' (Q2,W2), by lemma 3.3.1 we get that the following facts are equivalent:

(i) there are no quotients ζi : (E, V ) � (Qi,Wi) for i = 1, 2 such that ζi ◦ α1 6= 0;

(ii) νi 6= 0 for i = 1, 2.
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By substituting in (c) we get that (a) is equivalent to:

(d) µ 6= 0, α2(ν) 6= 0 and νi 6= 0 for i = 1, 2.

Now the condition that α2(ν) is not zero can be rewritten by imposing that ν = (ν1, ν2)

does not belong to the image of the morphism β2 = (β1
2 , β

2
2):

Ext1((Q4,W4), (Q1,W1)⊕ (Q2,W2))
β2−→ Ext1((E′′, V ′′), (Q1,W1)⊕ (Q2,W2))

or, equivalently, that the following 2 conditions are not veri�ed at the same time:

� ν1 belongs to the image of β1
2 ;

� ν2 belongs to the image of β2
2 .

Now let us look at the sequence (12.2). The set of all possible (E′′, V ′′)'s in that sequence
is given by all possible µ 6= 0, modulo the action of C∗ because (Q3,W3) 6' (Q4,W4); so the
(E′′, V ′′)'s are parametrized by

P(Ext1((Q4,W4), (Q3,W3))).

Moreover, Aut((Q1,W1)⊕(Q2,W2)) = C∗×C∗ because (Q1,W1) 6' (Q2,W2) and Aut(E′′,
V ′′) = C∗. So having �xed

[µ] ∈ P(Ext1((Q4,W4), (Q3,W3))),

we have a natural action of C∗ × C∗ on the set of all possible ν = (ν1, ν2)'s. Now such
an action restricts to an action on the set M([µ]) of all pairs (ν1, ν2) such that νi 6= 0 for
i = 1, 2 and such that (ν1, ν2) is not in the image of (β1

2 , β
2
2). So having �xed any point

[µ] ∈ P(Ext1((Q4,W4), (Q3,W3))) with representative (12.20) for µ, we have that the set of
all possible (E, V )'s that we want to parametrize is given by

M([µ]) = M([µ])/(C∗ × C∗) = (M1([µ])qM2([µ])qM3([µ])) /(C∗ × C∗),

where the Mi([µ])'s are described in the claim of the lemma. The action of C∗ × C∗ sends
every Mi([µ]) to itself, so this proves (12.21).

If we apply the functor Hom(−, (Q1,W1)) to the sequence (12.20), we get the long exact
sequence:

· · · → Hom((E′′, V ′′), (Q1,W1))→ Hom((Q3,W3), (Q1,W1))
δ1−→

δ1−→ Ext1((Q4,W4), (Q1,W1))
β1
2−→ Ext1((E′′, V ′′′), (Q1,W1))→ · · ·

Now let us suppose that there is any non-zero morphism γ from (E′′, V ′′) to (Q1,W1);
since (Q4,W4) 6' (Q1,W1), this implies that (Q3,W3) ' (Q1,W1) and that γ gives a splitting
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of (12.20), but this is impossible since µ 6= 0. Therefore, the �rst space of the previous ex-
act sequence is zero, so δ1 is injective. Now if (Q3,W3) 6' (Q1,W1), then β1

2 is injective, so
dim(Im β1

2) = c; in the opposite case β1
2 has a kernel of dimension 1, so dim(Im β1

2) = c− 1.

Analogously, if (Q3,W3) 6' (Q2,W2), then dim(Im β2
2) = e; in the opposite case dim(Im β1

2)

= e− 1, so we conclude.

Lemma 12.1.6. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.18), respectively (12.19), and such that:

(Q1,W1) ' (Q2,W2), (Q4,W4) 6' (Q3,W3).

Let us denote by µ any class of a non-split extension of the form

0→ (Q3,W3)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0. (12.22)

Having �xed [µ] ∈ P(Ext1((Q4,W4), (Q3,W3))), let us consider the morphisms β1
2 and β2

2

induced by β2 as in the previous lemma; since (Q1,W1) ' (Q2,W2), we can identify those

2 morphisms. Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (2,1,1) and graded

⊕4
i=1(Qi,Wi) is given by a �bration over P(Ext1((Q4,W4), (Q3,W3))). The �ber over any

point [µ] in that space with µ represented by (12.22) is given by

M([µ]) := Grass(2, H([µ])) rGrass(2, H ′([µ])),

where

H([µ]) := Ext1((E′′, V ′′), (Q1,W1))

and H ′([µ]) is the subvector space of H([µ]) de�ned as the image of β1
2 . If we write:

b := dim Ext1((E′′, V ′′), (Q1,W1)), c := dim Ext1((Q4,W4), (Q1,W1)),

then we have that:

� if (Q1,W1) ' (Q2,W2) 6' (Q3,W3), then

M([µ]) ' Grass(2, b) rGrass(2, c);

� if (Q1,W1) ' (Q2,W2) ' (Q3,W3), then

M([µ]) ' Grass(2, b) rGrass(2, c− 1).

Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ, ν1, ν2) = (µ, ν),
where µ and ν have representatives of the form (12.1), respectively (12.2), and ν2, ν3 are as in
diagram (12.9). Then by corollary 12.1.4, the following facts are equivalent
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(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (2, 1, 1);

(b) µ 6= 0, α2(ν) 6= 0 and there are no quotients ζ1 : (E, V ) � (Q1,W1).

In (b) we have omitted the case of (Q2,W2) since by hypothesis such an object is isomorphic
to (Q1,W1). As in the previous lemma, we get that (b) is equivalent to

(c) µ 6= 0, α2(ν) 6= 0 and there are no quotients ζ1 : (E, V ) � (Q1,W1) such that ζ1 ◦α1 6= 0.

Since (Q1,W1) ' (Q2,W2), by lemma 3.3.1 we get that the following facts are equivalent:

(i) there are no quotients ζ1 : (E, V ) � (Q1,W1) such that ζ1 ◦ α1 6= 0;

(ii) ν1 and ν2 are linearly independent in

H([µ]) = Ext1((E′′, V ′′), (Q1,W1)) = Ext1((E′′, V ′′), (Q2,W2)).

Then we can substitute this into (c) and we get that (a) is equivalent to

(d) µ 6= 0, α2(ν) 6= 0 and ν1, ν2 linearly independent in H([µ]).

Now as in the previous lemma, α2(ν) is non-zero if and only if the following 2 conditions
are not veri�ed at the same time:

� ν1 belongs to the image of β1
2 ;

� ν2 belongs to the image of β2
2 .

Since (Q1,W1) ' (Q2,W2), we can identify β1
2 and β2

2 . Therefore, having �xed [µ] ∈
P(Ext1((Q4,W4), (Q3,W3))), we have to remove from the set of all the (ν1, ν2)'s that are
linearly independent in H([µ]) the subset of all (ν1, ν2)'s that are linearly independent in
H ′([µ]) := Im β1

2 ⊂ H([µ]). Now if we look at the exact sequence (12.2) with (Q1,W1) '
(Q2,W2), we get that as in the previous lemma Aut(E′′, V ′′) = C∗, while Aut((Q1,W1) ⊕
(Q1,W1)) = GL(2,C). So having �xed [µ], the corresponding (E, V )'s that we want to
parametrize are in bijection with the set

M([µ]) := Grass(2, H([µ])) rGrass(2, H ′([µ])).

The same dimension counting of the previous lemma proves that the dimension of H ′([µ])

is c if (Q3,W3) 6' (Q1,W1) and it is c− 1 if (Q3,W3) ' (Q1,W1).

Now we give a global parametrization of the objects described before, i.e. we describe
families of schemes that parametrize various types of (E, V )'s when the graded ⊕4

i=1(Qi,Wi)

varies over
∏4
i=1Gi and the αc-canonical �ltration is of type (2,1,1). <Since the αc-canonical

�ltration is of type (2,1,1), then the order of (Q1,W1) and of (Q2,W2) is not important. As
we said in remark 12.0.2, we will state only the global results for the case when (n1, k1) =
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(n2, k2) = (n3, k3); the cases when this condition does not hold are actually simpler to manage
and they are not needed for computing the Hodge-Deligne polynomials of G(α; 4, d, 1).

Let us denote by ⊕4
i=1(Qi,Wi) a �xed graded with conditions (12.18), respectively (12.19)

and such that (n1, k1) = (n2, k2) = (n3, k3); in this case the �rst condition of (12.18), respec-
tively of (12.19), implies the second one, so if (n1, k1) = (n2, k2) = (n3, k3) imposing (12.18),
respectively (12.19) is equivalent to imposing that:

k1

n1
<
k

n
, (12.23)

respectively that

k1

n1
>
k

n
. (12.24)

If (Q1,W1) 6' (Q2,W2), then by lemma 12.1.5 the corresponding (E, V )'s are parametrized
by triples ([µ], [ν1], [ν2]) with [µ] ∈ P(Ext1((Q4,W4), (Q3,W3))) and representative (12.20) for
µ and

([ν1], [ν2]) ∈M([µ]) ⊂
2∏
i=1

P(Ext1((E′′, V ′′), (Qi,Wi))).

We are considering the case when the (Qi,Wi)'s are all of the same type for i = 1, 2, 3.
Therefore we need to take into account the possible isomorphisms between them. So, having
�xed [µ], we need to consider separately the following cases.

(1) If (Q1,W1) 6' (Q2,W2) ' (Q3,W3), then the roles of (Q1,W1) and of (Q2,W2) are not
interchangeable, so we need to consider ordered pairs ([ν1], [ν2]).

(2) If (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {1, 2, 3}, then the roles of (Q1,W1) and of (Q2,W2)

are interchangeable, so we need to consider unordered pairs ([ν1], [ν2]).

Note that since the order of (Q1,W1) and (Q2,W2) is not important, we don't need to
consider also the case (Q1,W1) ' (Q3,W3) 6' (Q2,W2).

If (Q1,W1) ' (Q2,W2), then by lemma 12.1.6 the corresponding (E, V )'s are parametrized
by pairs ([µ], < ν1, ν2 >) with [µ] ∈ P(Ext1((Q4,W4), (Q3, W3))) and representative (12.22)
for µ and

< ν1, ν2 >∈M([µ]) ⊂ Grass(2,Ext1((E′′, V ′′), (Q1,W1))).

Having �xed [µ], we need to consider separately the following cases.

(3) If (Q1,W1) ' (Q2,W2) 6' (Q3,W3), then the corresponding (E, V )'s are parametrized by
a di�erence of grassmannians (see lemma 12.1.6);
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(4) If (Q1,W1) ' (Q2,W2) ' (Q3,W3), then also in this case the corresponding (E, V )'s are
parametrized by a di�erence of grassmannians, but with di�erent dimensions than the
previous one.

The 4 cases are taken into account by propositions 7.5.1, 7.5.2, 7.5.3 and 7.5.4 respectively;
we give below the proofs of those 4 results.

Proof of proposition 7.5.1. Let us �x any sequence (a, b, c, d) ∈ N4 and let us consider the
locally closed subscheme of Ĝ3 × Ĝ4 de�ned as:

Ûa := {t ∈ Ĝ3 × Ĝ4 s.t. dim Ext1((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = a},

where p̂3 and p̂4 are the projections from Ĝ3 × Ĝ4 to its factors. The numerical condition
(12.23), respectively (12.24), prove that for every quadruple (Qi,Wi)i ∈

∏4
i=1Gi we have that

(Q4,W4) 6' (Qi,Wi) ∀ i = 1, 2, 3. Therefore, we have in particular that

Hom((p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂
′
3, p̂3)∗(Q̂3, Ŵ3)t) = 0

for all t in Ĝ3 × Ĝ4. So we can apply proposition 5.0.5 for r = 2 and we get that there is a
�nite disjoint covering {Ûa;i}i of Ûa by locally closed subschemes; for every i there is a locally
free sheaf on Ûa;i:

Ĥa;i := Ext1πÛa;i

(
(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′3, p̂3)∗(Q̂3, Ŵ3)

)∨
and a projective bundle

ϕ̂a;i : R̂a;i := P(Ĥa;i) −→ Ûa;i ⊂ Ĝ3 × Ĝ4

with �bers isomorphic to Pa−1. By abuse of notation, we denote by ϕ̂a;i also the composition
R̂a;i → Ĝ3×Ĝ4. Moreover, there exists a family of classes of non-split extensions parametrized
by R̂a;i:

0→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂a;i OR̂a;i(1)

α2;a;i−→
α2;a;i−→ (Ê ′′a;i, V̂ ′′a;i)

β2;a;i−→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)→ 0. (12.25)

Such an extension is universal in the sense of corollary 4.4.4. Now let us �x any index i,
let us consider the projections

p̂1 : Ĝ1 × R̂a;i −→ Ĝ1, p̂34 : Ĝ1 × R̂a;i −→ R̂a;i

and let us de�ne the following scheme:

Ûa,b,c,d;i := {t ∈ Ĝ1 × R̂a;i s.t. dim Ext1((p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t) = b,
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dim Ext1((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)t) = c,

dim Ext1((p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)t) = d,

Hom((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3.Ŵ3)t, (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)t) = 0}.

By proposition 1.0.5, this is a locally closed subscheme of Ĝ1×R̂a;i. Moreover, by applying
several times lemma 4.6.1, we get that it has a �nite disjoint locally closed covering {Ûa,b,c,d;i,j}j
such that all the following sheaves are locally free on Ûa,b,c,d;i,j and commute with base change:

Ê1
a,b,c,d;i,j := Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)

)
,

F̂ 1
a,b,c,d;i,j := Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′1, p̂1)∗(Q̂1, Ŵ1)
)
,

Ê2
a,b,c,d;i,j := Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i),

(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)

)
.

Moreover, by base change we have that also the following sheaf is locally free:

F̂ 2
a,b,c,d;i,j := Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4),

(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)

)
= p̂∗34ϕ̂

∗
a;iĤ∨a;i.

In addition, by base change, lemma 4.1.9 and de�nition of Ûa;i, also the following sheaf is
locally free of rank 1:

Ĝ2
a,b,c,d;i,j := HomπÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗((ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂a;i OR̂a;i(1)),

(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)

)
(12.26)

By construction of Ûa,b,c,d;i,j for every point t of Ûa,b,c,d;i,j we have that:

Hom
(

(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t

)
= 0,

Hom
(

(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)t

)
= 0 (12.27)

(see the end of the proof of lemma 12.1.5). Moreover, by construction we have already said
that for l = 1, 2 the sheaf Êla,b,c,d;i,j commutes with base change. Therefore, by proposition
4.4.1 and corollary 4.4.4 we have that there exists a projective bundle

ϕ̂1
a,b,c,d;i,j : P̂ 1

a,b,c,d;i,j := P((Ê1
a,b,c,d;i,j)

∨) −→ Ûa,b,c,d;i,j

and a universal extension (in the sense of corollary 4.4.4):

0→ (ϕ̂1′
a,b,c,d;i,j , ϕ̂

1
a,b,c,d;i,j)

∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)⊗P̂ 1
a,b,c,d;i,j

OP̂ 1
a,b,c,d;i,j

(1)→
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→ (Ê1
a,b,c,d;i,j , V̂1

a,b,c,d;i,j)→ (ϕ̂1′
a,b,c,d;i,j , ϕ̂

1
a,b,c,d;i,j)

∗(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)→ 0 (12.28)

parametrized by P̂ 1
a,b,c,d;i,j . Moreover, there exists a projective bundle

ϕ̂2
a,b,c,d;i,j : P̂ 2

a,b,c,d;i,j := P((Ê2
a,b,c,d;i,j)

∨) −→ Ûa,b,c,d;i,j

and a universal extension

0→ (ϕ̂2′
a,b,c,d;i,j , ϕ̂

2
a,b,c,d;i,j)

∗(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗P̂ 2

a,b,c,d;i,j
OP̂ 2

a,b,c,d;i,j
(1)→

→ (Ê2
a,b,c,d;i,j , V̂2

a,b,c,d;i,j)→ (ϕ̂2′
a,b,c,d;i,j , ϕ̂

2
a,b,c,d;i,j)

∗(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)→ 0 (12.29)

parametrized by P̂ 2
a,b,c,d;i,j . Now let us apply the functor

HomπÛa,b,c,d;i,j

(
−, (p̂′1, p̂1)∗(Q̂1, Ŵ1)

)
to the pullback via p̂34 of the exact sequence (12.25). Then we get a long exact sequence as
follows:

−→ HomπÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗((ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂a;i OR̂a;i(1)),

(p̂′1, p̂1)∗(Q̂1, Ŵ1)
)

δl−→

δl−→ Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′1, p̂1)∗(Q̂1, Ŵ1)
) β1

2;a;i−→

β1
2;a;i−→ Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)

)
−→ · · · (12.30)

By the last line of the de�nition of Ûa,b,c,d;i,j and base change, the �rst sheaf of the previous
sequence is zero. Now by the previous construction both the second and the third sheaf of the
previous sequence are locally free, so we can rewrite that sequence as an injective morphism
of vector bundles:

β1
2;a;i : F̂ 1

a,b,c,d;i,j ↪→ Ê1
a,b,c,d;i,j .

So it makes sense to consider the projective bundle over Ûa,b,c,d;i,j :

Q̂1
a,b,c,d;i,j := P((F̂ 1

a,b,c,d;i,j)
∨) ⊆ P̂ 1

a,b,c,d;i,j .

Let us also apply the functor

HomπÛa,b,c,d;i,j

(
−, (p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)
)

to the pullback via p̂34 of the exact sequence (12.25). Then we get a long exact sequence as
follows:
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· · · −→ HomπÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)
)
−→

−→ HomπÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗((ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗R̂a;i OR̂a;i(1)),

(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)

)
δ2−→

δ2−→ Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4),

(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)

) β2
2;a;i−→

β2
2;a;i−→ Ext1πÛa,b,c,d;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)
)
. (12.31)

By (12.27) and base change the �rst sheaf is always zero, so δ2 is injective. Moreover,
the second sheaf coincides with Ĝ2

a,b,c,d;i,j , so it is locally free of rank 1. By the previous
construction both the third and last sheaves of the previous sequence are locally free, so we
can rewrite that sequence as an exact sequence of vector bundles:

0→ Ĝ2
a,b,c,d;i,j

δ2−→ F̂ 2
a,b,c,d;i,j

β2
2;a;i−→ Ê2

a,b,c,d;i,j .

Then the rank of β2
2;a;i is constant, so its image F

2
a,b,c,d;i,j is locally free of rank a− 1. So

it makes sense to consider the projective bundle over Ûa,b,c,d;i,j :

Q̂2
a,b,c,d;i,j := P((F

2
a,b,c,d;i,j)

∨) ⊆ P̂ 2
a,b,c,d;i,j .

Now let us consider the following �ber product:

R̂1
a,b,c,d;i,j P̂ 2

a,b,c,d;i,j r Q̂2
a,b,c,d;i,j

�

P̂ 1
a,b,c,d;i,j r Q̂1

a,b,c,d;i,j Ûa,b,c,d;i,j .

pr1

pr2

ϕ̂2
a,b,c,d;i,j

ϕ̂1
a,b,c,d;i,j

Then we consider the pullbacks of the sequences (12.28) and (12.29) via pr1 and pr2

respectively. We sum the 2 new extensions and we get an extension parametrized by R̂1
a,b,c,d;i,j

of the form:

0→ (Q1,W1)⊕ (Q3,W3)→ (Êa,b,c,d;i,j , V̂a,b,c,d;i,j)→ (E ′′a;i,V
′′
a;i)→ 0,

where the objects on the left and on the right are suitable pullbacks of the families (Q̂l, Ŵl)

for l = 1, 3 and of (Ê ′′a;i, V̂ ′′a;i). Given any point r in R̂1
a,b,c,d;i,j , let us denote by

0→ (Q1,W1)⊕ (Q3,W3)→ (E, V )→ (E′′, V ′′)→ 0



12.1 Canonical �ltration of type (2,1,1) 223

the restriction of the previous sequence to r. We denote by ν = (ν1, ν3) the class of this
extension. By construction, (E′′, V ′′) sits in a non-split exact sequences of the form

0→ (Q3,W3)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0;

we denote by µ the class of this extension. Then by construction we get that ν = (ν1, ν3)

belongs to the setM1([µ]) described in lemma 12.1.5. Now let us assume condition (12.23) (the
proof for condition (12.24) is analogous). Then lemma 12.1.5 proves that (E, V ) belongs to
G+(αc;n, d, k), respectively to G−(αc;n, d, k). So by the universal property of such a scheme
we get an induced morphism

ω̂1
a,b,c,d;i,j : R̂1

a,b,c,d;i,j −→ G+(αc;n, d, k).

Again by lemma 12.1.5, such a morphism becomes injective once we quotient by the free
action of PGL(N1)× · · · × PGL(N4); we denote the induced morphism by

ω1
a,b,c,d;i,j : R1

a,b,c,d;i,j −→ G+(αc;n, d, k).

This construction generalizes the pointwise construction of the set

M1([µ])/(C∗ × C∗)

described in lemma 12.1.5. Analogously, we can construct the following �ber products

R̂2
a,b,c,d;i,j Q̂2

a,b,c,d;i,j

�

P̂ 1
a,b,c,d;i,j r Q̂1

a,b,c,d;i,j Ûa,b,c,d;i,j ,

ϕ̂2
a,b,c,d;i,j

ϕ̂1
a,b,c,d;i,j

and

R̂3
a,b,c,d;i,j P̂ 2

a,b,c,d;i,j r Q̂2
a,b,c,d;i,j

�

Q̂1
a,b,c,d;i,j Ûa,b,c,d;i,j

ϕ̂2
a,b,c,d;i,j

ϕ̂1
a,b,c,d;i,j

that generalize the pointwise constructions ofM l([µ])/(C∗×C∗) for l = 2, 3. The construction
of the families parametrized by these schemes is analogous to the previous one, so we omit
the details. This is enough to conclude.

Proof of proposition 7.5.2. First of all, let us construct schemes of the form R̂1
a,b,c,d,e;i,j : these

are de�ned similarly to the schemes of the form R̂1
a,b,c,d;i,j of proposition 7.5.1. The only

signi�cant di�erences are the following.
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� Having �xed any index i, we consider the projections

p̂l : Ĝ1 × Ĝ2 × R̂a;i −→ Ĝl for l = 1, 2, p̂34 : Ĝ1 × Ĝ2 × R̂a;i −→ R̂a;i

and we de�ne a scheme

Ûa,b,c,d,e;i := {t ∈ Ĝ1 × Ĝ2 × R̂a;i s.t.

dim Ext1((p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t) = b,

dim Ext1((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)t) = c,

dim Ext1((p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
2, p̂2)∗(Q̂2, Ŵ2)t) = d,

dim Ext1((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
2, p̂2)∗(Q̂2, Ŵ2)t) = e,

Hom((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)t, (p̂

′
l, p̂l)

∗(Q̂l, Ŵl)t) = 0 ∀ l = 1, 2,

Hom((p̂′1, p̂1)∗(Q̂1, Ŵ1)t, (p̂
′
2, p̂2)∗(Q̂2, Ŵ2)t) = 0}.

� The sheaves Êla,b,c,d;i,j and F̂
l
a,b,c,d;i,j for l = 1, 2 are replaced by

Êla,b,c,d,e;i,j := Ext1πÛa,b,c,d,e;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
l, p̂l)

∗(Q̂l, Ŵl)
)
,

F̂ la,b,c,d,e;i,j := Ext1πÛa,b,c,d,e;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′l, p̂l)
∗(Q̂l, Ŵl)

)
and the line bundle Ĝ2

a,b,c,d;i,j is replaced by the zero sheaf.

� the morphisms β1
2;a;i and β

2
2;a;i are both injective. For l = 1, 2 we de�ne consequently

the projective bundles

ϕ̂la,b,c,d,e;i,j : P̂ la,b,c,d,e;i,j := P((Êla,b,c,d,e;i,j)
∨) −→ Ûa,b,c,d,e;i,j

and the subbundles

Q̂la,b,c,d,e;i,j := P((F̂ la,b,c,d,e;i,j)
∨) ⊆ P̂ la,b,c,d,e;i,j .

Finally, we de�ne the various schemes R̂la,b,c,d,e;i,j for l = 1, 2 in the same way of the
corresponding schemes in the previous proof (we don't need to consider the schemes for
l = 3, see below) and we get families of extensions over them analogously to the previous
case.
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Now let us assume condition (12.23) and let us consider the induced morphism

ω1
a,b,c,d,e;i,j : R1

a,b,c,d,e;i,j = R̂1
a,b,c,d,e;i,j/(PGL(N1)× · · · × PGL(N4)) −→ G+(αc;n, d, k).

If we impose that (b, c) 6= (d, e), then we get that such a morphism is injective and that
the images of ω1

a,b,c,d,e;i,j and of ω1
a,d,e,b,c;i,j coincide, so we have to consider only those se-

quences (a, b, c, d, e) such that (b, c) < (d, e) (with lexicographic order). If (b, c) = (d, e), then
ω1
a,b,c,b,c;i,j is injective only up to quotienting by an action of Z2 described as in the claim of

the proposition. The description of the Z2-invariant covering of Ua,b,c,d,e;i,j follows the lines of
the previous proofs for analogous cases.

For what concerns the schemes of the form R2
a,b,c,d,e;i,j , the description is as follows: for

every choice of indices (a, b, c, d, e) ∈ N5 their images via the induced morphisms ω2
a,b,c,d,e;i,j

are all disjoint in G+(αc;n, d, k). Di�erently from the previous proposition, we don't need
any scheme of the form R3

a,b,c,d,e;i,j because the image of any such scheme would coincide
with the image of a scheme of the form R2

a,d,e,b,c;i,j . Moreover, also if (b, c) = (d, e) in this
case there is not any induced action of Z2 since the roles of (Q1,W1) and of (Q2,W2) are
not interchangeable: indeed the objects [ν1] and [ν2] belong to complementary spaces, so we
cannot interchange them. Therefore also the morphisms of the form ω2

a,b,c,b,c;i,j are injective,
so we conclude.

Proof of proposition 7.5.3. The construction of these spaces follows the lines of the proof of
proposition 7.5.1 in order to get a family of scheme {R̂a;i}i and universal families of extensions
as in (12.25). Now let us �x any index i, let us consider the projections

p̂1 : Ĝ1 × R̂a;i −→ Ĝ1, p̂34 : Ĝ1 × R̂a;i −→ R̂a;i

and let us de�ne the following scheme

Ûa,b,c;i := {t ∈ Ĝ1 × R̂a;i s.t. dim Ext1((p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t) = b,

dim Ext1((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′4, p̂4)∗(Q̂4, Ŵ4)t, (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)t) = c,

Hom((p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)t, (p̂

′
l, p̂1)∗(Q̂1, Ŵ1)t) = 0}.

By proposition 1.0.5, this is a locally closed subscheme of Ĝ1×R̂a;i. Moreover, by applying
several times lemma 4.6.1, we get that it has a �nite disjoint locally closed covering {Ûa,b,c;i,j}j
such that the following sheaves are both locally free on Ûa,b,c;i,j and commute with base change:

Êa,b,c;i,j := Ext1πÛa,b,c;i,j

(
(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i), (p̂

′
1, p̂1)∗(Q̂1, Ŵ1)

)
,

F̂a,b,c;i,j := Ext1πÛa,b,c;i,j

(
(p̂′34, p̂34)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′4, p̂4)∗(Q̂4, Ŵ4), (p̂′1, p̂1)∗(Q̂1, Ŵ1)
)
.

By construction of Ûa,b,c;i,j for every point t of such a scheme we have that:
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Hom
(

(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)t, (p̂
′
1, p̂1)∗(Q̂1, Ŵ1)t

)
= 0

(see the end of the proof of lemma 12.1.5). Moreover, by construction we have already said that
the sheaf Êa,b,c;i,j commutes with base change. Therefore, by proposition 4.5.1 and corollary
4.5.4 there exists a grassmannian �bration

θ̂2;a,b,c;i,j : Q̂a,b,c;i,j := Grass(2, Ê∨a,b,c;i,j) −→ Ûa,b,c;i,j

and a universal extension (in the sense of corollary 4.5.4) parametrized by Q̂a,b,c;i,j

0→ (θ̂′2;a,b,c;i,j , θ̂2;a,b,c;i,j)
∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)⊗Q̂a,b,c;i,jM2;a;i →

→ (Êa,b,c;i,j , V̂a,b,c;i,j)→ (θ̂′2;a,b,c;i,j , θ̂2;a,b,c;i,j)
∗(p̂′34, p̂34)∗(Ê ′′a;i, V̂ ′′a;i)→ 0, (12.32)

whereM2;a;i is a locally free sheaf of rank 2 on Q̂a,b,c;i,j . Now let us apply the functor

HomπÛa,b,c;i,j

(
−, (p̂′1, p̂1)∗(Q̂1, Ŵ1)

)
to the pullback via p̂34 of the exact sequence (12.25). Then we get a long exact sequence as in
(12.30); the only di�erences are that the space Ûa,b,c,d;i,j is replaced by Ûa,b,c;i,j and that the
morphisms p̂1 and p̂34 now have a di�erent source. By construction of Ûa,b,c;i,j the �rst sheaf
of such a long exact sequence is zero. Moreover, by the previous construction both the second
and the third sheaves of that sequence are locally free, so we can rewrite such a sequence as
an injective morphism of vector bundles:

β1
2;a;i : F̂a,b,c;i,j ↪→ Êa,b,c;i,j .

So for every (a, b, c; i, j) it makes sense to consider the scheme

R̂a,b,c;i,j := Grass(2, Ê∨a,b,c;i,j) rGrass(2, F̂∨a,b,c;i,j) ⊆ Q̂a,b,c;i,j

together with the �bration to Ûa,b,c;i,j given by the restriction of θ̂2;a,b,c;i,j . By lemma 12.1.6,
for every point r ∈ R̂a,b,c;i,j we have that the sequence (12.32) restricts to an exact sequence

0→ (Q1,W1)⊕2 → (E, V )→ (E′′, V ′′)→ 0,

where the central object belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has
αc-canonical �ltration of type (2,1,1). Then we conclude as usual.

Proof of proposition 7.5.4. The proof of this proposition is similar to the proof of proposition
7.5.3, so we omit it. We only remark that we don't need an index c since this is equal to a
by de�nition of the set G′ in this case; the invariant a − 1 that replaces a = c in the second
grassmannian is a consequence of the second part of lemma 12.1.6.
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12.2 Canonical �ltration of type (1,2,1)

In this case the αc-canonical �ltration is given by:

0 ⊂ (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V ),

where (E1, V1) =: (Q1,W1), (E2, V2)/(E1, V1) ' (Q2,W2) ⊕ (Q3,W3) and (E, V )/(E2, V2) :=

(Q4,W4). All the (Qi,Wi)'s for i = 1, · · · , 4 are αc-stable coherent systems with the same
αc-slope µ. For the computations of chapter 15 we will only need to restrict to the following
2 subcases:

� (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3 (this will be needed for the case of G+(αc; 4, d, 1));

� (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4 (this will be needed for the case of G−(αc; 4, d, 1)).

12.2.1 First case

In this subsection we will consider the �rst case. We can associate to every (E, V ) that
we want to parametrize a pair of exact sequences of the form:

0→ (Q2,W2)⊕ (Q3,W3)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0; (12.33)

0→ (Q1,W1)
α1−→ (E, V )

β1−→ (E′′, V ′′)→ 0. (12.34)

We denote by µ and ν the classes of those 2 exact sequences. If (E, V ) has αc-canonical
�ltration of type (1,2,1), then it has certainly the following proper αc-semistable subobjects
with αc-slope µ:

(a) (Q1,W1), that is the only αc-stable one;

(b) an extension of (Qi,Wi) by (Q1,W1) for i = 2, 3;

(c) an extension of (Q2,W2)⊕ (Q3,W3) by (Q1,W1).

This is not a complete list, see lemma 12.2.2 If we consider only those subobjects, we get
that the following conditions are necessary (but in general not su�cient) in order to have that
(E, V ) belongs to G+(αc;n, d, k):

k1

n1
<
k

n
,

k1 + ki
n1 + ni

<
k

n
∀ i ∈ {2, 3}, k1 + k2 + k3

n1 + n2 + n3
<
k

n
. (12.35)

Analogously, we get that the following conditions are necessary (but in general not su�-
cient) in order to have that (E, V ) belongs to G−(αc;n, d, k):

k1

n1
>
k

n
,

k1 + ki
n1 + ni

>
k

n
∀ i ∈ {2, 3}, k1 + k2 + k3

n1 + n2 + n3
>
k

n
. (12.36)

Now let us consider the following long exact sequence obtained by applying the functor
Hom(−, (Q1,W1)) to (12.33):



228 12. Parametrization of objects with canonical �ltration of type (2,1,1), (1,2,1) and (1,1,2)

· · ·Hom((E′′, V ′′), (Q1,W1))→ Hom((Q2,W2)⊕ (Q3,W3), (Q1,W1))→

→ Ext1((Q4,W4), (Q1,W1))
β2−→

β2−→ Ext1((E′′, V ′′), (Q1,W1))
α2−→ Ext1((Q2,W2)⊕ (Q3,W3), (Q1,W1))→ · · · (12.37)

If we apply α2 to ν we get a diagram of this form:

0 (Q1,W1) (E2, V2) ⊕3
i=2(Qi,Wi) 0 α2(ν).

y y

0 (Q1,W1) (E, V ) (E′′, V ′′) 0 ν

α2

β′1

α1

α′1

α2

β1

δ

(12.38)

By the snake lemma and (12.33) we get a short exact sequence

0→ (E2, V2)
δ−→ (E, V )

η−→ (Q4,W4)→ 0. (12.39)

Again by the snake lemma, eventually by replacing η with η◦ϕ for a suitable automorphism
ϕ of (Q4,W4) (i.e. ϕ = λ · id(Q4,W4) for some λ ∈ C∗), we have that

η = β2 ◦ β1. (12.40)

We can identify µ with a pair

(µ2, µ3) ∈
2⊕
i=1

Ext1
(

(Q4,W4), (Qi,Wi)
)
.

For every i = 2, 3, this identi�cation gives a diagram of the form:

0 (Qi,Wi) (E4i, V4i) (Q4,W4) 0 µi,

y y

0 ⊕3
l=2(Ql,Wl) (E′′, V ′′) (Q4,W4) 0 µ

pri

β4i

α2

α4i

pri

β2

ηi

(12.41)

where pri is the quotient (Q2,W2) ⊕ (Q3,W3) � (Qi,Wi) for i = 2, 3. By the snake lemma,
for every i = 2, 3 we get an induced short exact sequence

0→ (Qj ,Wj)
δi−→ (E′′, V ′′)

ηi−→ (E4i, V4i)→ 0, (12.42)

where j is the index in {2, 3} di�erent from i. Having �xed all those notations, let us state
and prove the following results.
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Lemma 12.2.1. Let us �x any pair of exact sequences as (12.33) and (12.34) and let us

denote by µ and ν their classes. Let us suppose that (Q4,W4) 6' (Qi,Wi) for all i = 1, 2, 3.

Then the following facts are equivalent:

(a) (E, V ) has αc-canonical �ltration of type (1, 2, 1);

(b) for all i = 2, 3 and for all morphisms γi : (Qi,Wi) → (E2, V2) we have β′1 ◦ γi = 0;

moreover, µ 6= 0.

Proof. Let us assume (b) and let us prove that (a) holds. By diagram (12.38), we get a
�ltration of (E, V ) as follows:

0 ⊂ (Q1,W1) =: (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V ). (12.43)

The second line of (12.38) proves that (E2, V2)/(E1, V1) = (Q2,W2)⊕ (Q3,W3); moreover,
by (12.39) we have (E, V )/(E2, V2) = (Q4,W4). So for all i = 1, 2, 3 the objects of the form
(Ei, Vi)/(Ei−1, Vi−1) are αc-stable or αc-polystable. Then by proposition 2.1.3 we get that
(12.43) is the αc-canonical �ltration of (E, V ) if and only if condition (c) of that proposition
is satis�ed. In our case the index t is equal to 3, grαc(E, V ) = ⊕4

i=1(Qi,Wi) and

grαc((E, V )/(E1, V1)) = grαc(E
′′, V ′′) = (Q2,W2)⊕ (Q3,W3)⊕ (Q4,W4).

So (12.43) is the αc-canonical �ltration of (E, V ) if and only if the following two conditions
hold:

(i) for all i = 1, · · · , 4 and for all morphisms γi : (Qi,Wi)→ (E, V ) we have β1 ◦ γi = 0;

(ii) for all i = 2, 3, 4 and for all morphisms γ̃i : (Qi,Wi)→ (E′′, V ′′) we have β2 ◦ γ̃i = 0.

Let us consider (ii): if there exists γ̃i such that β2 ◦ γ̃i 6= 0, then this is equivalent to have
that µ = 0. So (ii) is equivalent to imposing that µ 6= 0.

Now let us consider (i) and let us suppose that there is a morphism γi : (Qi,Wi)→ (E, V )

such that β1 ◦ γi 6= 0 for some i = 1, · · · , 4. Let us consider the sequence (12.39) and the
identity (12.40). If η ◦ γi 6= 0, then β2 ◦ β1 ◦ γi 6= 0, so we get that β1 ◦ γi is a splitting of
(12.33), so µ = 0. If η ◦ γi = 0, then by exactness of (12.39) there exists a non-zero morphism
γi : (Qi,Wi) → (E2, V2) such that δ ◦ γi = γi. Now by commutativity of (12.38) and by
de�nition of γi, we get:

α2 ◦ β′1 ◦ γi = β1 ◦ δ ◦ γi = β1 ◦ γi 6= 0.

Then γi : (Qi,Wi) → (E2, V2) is such that β′1 ◦ γi 6= 0. Since β′1 ◦ γi 6= 0, then the index
i belongs to {2, 3}. So we have proved that if (b) holds, then (12.43) is the αc-canonical
�ltration of (E, V ).
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Conversely, if µ = 0, then the αc-canonical �ltration of (E, V ) can be of type (1,3), (2,2),
(3,1) or (4), but not of type (1,2,1). If there exists a morphism γi : (Qi,Wi) → (E2, V2) for
some i = 2, 3 such that β′1 ◦ γi 6= 0, then by diagram (12.38) we get that (E, V ) contains a
suboject of the form (Q1,W1)⊕ (Qi,Wi), so the αc-canonical �ltration of (E, V ) cannot be of
type (1,2,1). So we have proved that (a) and (b) are equivalent.

Lemma 12.2.2. Let us �x any pair of exact sequences as (12.33) and (12.34) and let us

suppose that

ki
ni
<
k

n
∀ i ∈ {1, 2, 3}, (12.44)

respectively that

ki
ni
>
k

n
∀ i ∈ {1, 2, 3}. (12.45)

Let us also suppose that (E, V ) has αc-canonical �ltration of type (1, 2, 1). Then the fol-

lowing facts are equivalent.

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k);

(b) for all i = 2, 3, there are no quotients ζi : (E′′, V ′′) � (Qi,Wi).

Proof. Let us suppose that we use conditions (12.44); the other case is completely analogous.

If we assume those conditions, then a direct check proves that conditions (12.35) are
satis�ed; in particular by using the last part of (12.35) together with (12.44) we get that

ki
ni
<
k

n
<
k4

n4
∀ i = 1, 2, 3.

Therefore, (Q4,W4) 6' (Qi,Wi) for all i = 1, 2, 3 (so we are in the hypothesis of lemma
12.2.1).

Now let us suppose that there is a quotient ζi : (E′′, V ′′) � (Qi,Wi) for some i = 2, 3.
Then by (12.44) we get that the kernel of ζi ◦ β1 destabilizes (E, V ) for α+

c .

Conversely, if (E, V ) is not α+
c -stable, then there exists a proper subsystem (E′, V ′) of

(E, V ) that destabilizes it for α+
c . Such an object is necessarily αc-semistable and the length

r of any αc-Jordan-Hölder �ltration of (E′, V ′) can be equal to 1, 2 or 3, so we have to handle
all these cases. By de�nition of αc-canonical �ltration of type (1,2,1), we have that (Q1,W1)

is the only αc-stable suboject of (E, V ), so it is a suboject also of (E′, V ′). So if r = 1, then
we have that (E′, V ′) = (Q1,W1), so it does not destabilize (E, V ) for α+

c because of (12.35).

Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 2. If (E′, V ′) is an
extension of (Qi,Wi) by (Q1,W1) for some i = 2, 3, then it does not destabilize (E, V ) for α+

c
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because of conditions (12.35). So let us suppose that (E′, V ′) sits in an exact sequence of the
form

0→ (Q1,W1)
α−→ (E′, V ′)

β−→ (Q4,W4)→ 0 (12.46)

and let us denote by γ the inclusion of (E′, V ′) in (E, V ). Then let us consider the exact
sequence (12.39) and let us distinguish the following 2 cases.

� If η ◦ γ = 0, this implies that there exists an embedding γ′ : (E′, V ′) → (E2, V2) such
that γ = δ ◦ γ′. The graded of the �rst coherent system is (Q1,W1)⊕ (Q4,W4) and the
graded of the second one is ⊕3

i=1(Qi,Wi). Since (Q4,W4) 6' (Qi,Wi) for i = 1, 2, 3, we
get a contradiction, so this case cannot happen in our hypothesis.

� Let us suppose that η ◦γ : (E′, V ′)→ (Q4,W4) is non-zero. Then by (12.40) we get that
β2 ◦ β1 ◦ γ 6= 0. Since (Q1,W1) 6' (Q4,W4), then

β2 ◦ β1 ◦ γ ◦ α = 0.

So by exactness of (12.46) we get an induced morphism γ′′ : (Q4,W4)→ (Q4,W4) such
that γ′′ ◦ β = β2 ◦ β1 ◦ γ 6= 0. In particular, this implies that γ′′ 6= 0, so it is of the form
λ · id(Q4,W4) for some λ ∈ C∗. Since β2 ◦ β1 ◦ γ ◦ α = 0, then by exactness of (12.33)
we get an induced injective morphism γ′′′ : (Q1,W1) → (Q2,W2) ⊕ (Q3,W3) such that
α2 ◦ γ′′′ = β1 ◦ γ ◦ α (this proves also that (Q1,W1) is isomorphic to (Q2,W2) or to
(Q3,W3)). Then we get a commutative diagram with exact rows as follows:

0 (Q1,W1) (E′, V ′) (Q4,W4) 0

y y

0 ⊕3
l=2(Ql,Wl) (E, V ) (Q4,W4) 0.

γγ′′′

λ·β

α2

α

β2

The second line is a representative for µ; the previous diagram proves that µ is in the
image of

γ′′′ : Ext1((Q4,W4), (Q1,W1)) −→ Ext1((Q4,W4), (Q2,W2)⊕ (Q3,W3)).

Then if we denote by pri : (Q2,W2)⊕ (Q3,W3) � (Qi,Wi) the cokernel of γ′′′ for some
i = 2, 3, then we get that pri(µ) = 0, so we have a commutative diagram where the
second line is split:
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0 ⊕3
l=2(Ql,Wl) (E′′, V ′′) (Q4,W4) 0

y y

0 (Qi,Wi) (Qi,Wi)⊕ (Q4,W4) (Q4,W4) 0.

pri

β2α2

pr′i

In particular, we get a quotient (E′′, V ′′) � (Qi,Wi) for some i = 2, 3, so (b) is not
satis�ed.

Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 3. In this case the
quotient (Ẽ, Ṽ ) := (E, V )/(E′, V ′) is an αc-stable coherent system. Since (E′, V ′) contains
(Q1,W1), then (Ẽ, Ṽ ) is isomorphic to (Qi,Wi) for some i = 2, 3, 4. Using the last condition
of (12.35), if i = 4 then (E′, V ′) does not destabilize (E, V ) for α+

c . If i is equal to 2 or 3,
then conditions (12.44) imply that (E′, V ′) does destabilize (E, V ) for α+

c . Let us suppose
that (E, V ) has such a subobject and let us denote by ζi : (E, V ) � (Qi,Wi) the induced
quotient for i = 2 or 3. Let us consider the exact sequence (12.34): if ζi ◦ α1 6= 0, then
(Qi,Wi) ' (Q1,W1) and that sequence is split, so we get that

(E, V ) ' (Q1,W1)⊕ (E′′, V ′′) ⊃ (Q1,W1)⊕ (Q2,W2)⊕ (Q3,W3),

so the αc-canonical �ltration of (E, V ) cannot be of type (1, 2, 1), so this is impossible by
hypothesis. Therefore, ζi ◦ α1 = 0, so we get an induced morphism ζ ′i : (E′′, V ′′) � (Qi,Wi)

such that ζi = ζ ′i ◦ β1.

So we have proved that if (a) is not satis�ed, neither is (b). Together with the �rst part
of the proof, this is enough to conclude.

We remark that the second condition of (b) in lemma 12.2.1 (i.e. µ 6= 0) is implicated by
condition (b) of lemma 12.2.2 Therefore, as a corollary of those 2 lemmas we get:

Corollary 12.2.3. Let �x any quadruple (Qi,Wi)i=1,·,4 ∈
∏4
i=1Gi and let us suppose that con-

ditions (12.44), respectively (12.45), are satis�ed (automatically, this implies that (Q4,W4) 6'
(Qi,Wi) for all i = 1, 2, 3). Then the (E, V )'s that belong to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 2, 1) and graded ⊕4
i=1(Qi,Wi) are

those induced by pairs of exact sequences as (12.33) and (12.34), such that:

� for all i = 2, 3 there are no quotients ζi : (E′′, V ′′) � (Qi,Wi);

� for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E2, V2) we have β′1 ◦ γi = 0.

Now we have to state 2 lemmas according to the relation between (Q2,W2) and (Q3,W3).
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Lemma 12.2.4. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.44), respectively (12.45), and such that:

(Q2,W2) 6' (Q3,W3)

(automatically, this implies that (Q4,W4) 6' (Qi,Wi) for all i = 1, 2, 3). Let us denote by µi
any class of an extension of the form

0→ (Qi,Wi)
α4i−→ (E4i, V4i)

β4i−→ (Q4,W4)→ 0 (12.47)

for i = 2, 3 and let us denote by µ the class of the extension

0→ (Q2,W2)⊕ (Q3,W3)
α1−→ (E′′, V ′′)

β1−→ (Q4,W4)→ 0 (12.48)

obtained by µ2 and µ3. Having �xed

([µ2], [µ3]) ∈
3⊕
i=2

P(Ext1((Q4,W4), (Qi,Wi))),

let us consider the morphisms

Ext1((E4i, V4i), (Q1,W1))
ηi−→ Ext1((E′′, V ′′), (Q1,W1))

for i = 2, 3 induced by the morphisms ηi of diagram (12.41). Let us consider the setM([µ2], [µ3])

de�ned as

Ext1((E′′, V ′′), (Q1,W1)) r (Im η2 + Im η3) .

Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 2, 1) and graded ⊕4
i=1(Qi,Wi) is

given by a �bration over

P(Ext1((Q4,W4), (Q2,W2)))× P(Ext1((Q4,W4), (Q3,W3))).

The �ber over any point ([µ2], [µ3]) with µ2, µ3 as before is given by

M([µ2], [µ3]) := M([µ2], [µ3])/C∗.

Moreover, if we consider the morphism β2 appearing in (12.37), we get that Im η2∩Im η3 =

Im β2, so

dim(Im η2 + Im η3) = dim Im η2 + dim Im η3 − Im β2.

In addition, if we write:

c := dim Ext1((E′′, V ′′), (Q1,W1)), d := dim Ext1((E42, V42), (Q1,W1)),

e := dim Ext1((E43, V43), (Q1,W1)), f := dim Ext1((Q4,W4), (Q1,W1)),
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then for every ([µ2], [µ3]) we have that

M([µ2], [µ3]) ' Pc−1 r Pd+e−f−1

Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ2, µ3, ν) = (µ, ν),
where µ and ν have representatives of the form (12.33), respectively (12.34) and µ2 and µ3 are
as in diagram (12.41). Then by corollary 12.2.3, we get that (E, V ) belongs to G+(αc;n, d, k),
respectively to G−(αc;n, d, k), and it has αc-canonical �ltration of type (1, 2, 1) if and only if
the following conditions hold:

(i) for all i = 2, 3 there are no quotients ζi : (E′′, V ′′) � (Qi,Wi);

(ii) for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E2, V2) we have β′1 ◦ γi = 0.

Let us consider the �rst condition: since (Q4,W4) 6' (Qi,Wi) for i = 2, 3 and since
(Q2,W2) 6' (Q3,W3)), then by lemma 3.3.1 we get that (i) is equivalent to saying that µ2 and
µ3 are both di�erent from zero. So from now on let us simply restrict to the case when this
happens.

Now let us consider condition (ii) and let us denote by ν ′ = (ν ′2, ν
′
3) the object α2(ν). For

every i = 2, 3, this identi�cation is given by a diagram as follows:

0 (Q1,W1) (Ei1, V i1) (Qi,Wi) 0 ν ′i.

y y

0 (Q1,W1) (E2, V2) ⊕3
l=2(Ql,Wl) 0 ν ′ = α2(ν)

εi

βi1

α′1

αi1

εi

β′1

δi1

(12.49)

Since (Q2,W2) 6' (Q3,W3), by lemma 3.3.2 we get that (ii) is equivalent to imposing that
ν ′2 and ν ′3 are both non-zero.

Now let us �x any ordering (i, j) of {2, 3}. By construction for every j = 2, 3 we have

ν ′j = εj(ν
′) = εj ◦ α2(ν) = α2 ◦ εj(ν).

Let us consider the sequence (12.42): the morphism α2 ◦εj is an embedding from (Qj ,Wj)

to (E′′, V ′′). Since (Qj ,Wj) is not isomorphic neither to (Qi,Wi) nor to (Q4,W4), then we
get that ηi ◦ (α2 ◦ εj) = 0. So by exactness of that sequence we get that α2 ◦ εj coincides
with the morphism δi : (Qj ,Wj) → (E′′, V ′′), up to an automorphism of (Qj ,Wj), i.e. up to
multiplication by non-zero scalars. So we can write

ν ′j = λ · δi(ν) = λ · δi(ν)
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for some λ ∈ C∗. So ν ′j is di�erent from zero if and only if δi(ν) 6= 0.

Now let us consider the long exact sequences induced by applying the functor Hom(−, (Q1,

W1)) to the exact sequences (12.42) for i = 2, 3:

· · · → Hom((E′′, V ′′), (Q1,W1))→ Hom((Qj ,Wj), (Q1,W1))→ Ext1((E4i, V4i), (Q1,W1))
ηi−→

ηi−→ Ext1((E′′, V ′′), (Q1,W1))
δi−→ Ext1((Qj ,Wj), (Q1,W1))→ · · ·

Let us consider the �rst term of this sequence and let us suppose that it contains a non-
zero morphism ζ. Since the graded of (E′′, V ′′) is ⊕4

l=2(Ql,Wl), then necessarily (Q1,W1) '
(Ql,Wl) for some l = 2, 3, 4. By hypothesis (Q1,W1) is not isomorphic to (Q4,W4), therefore
ζ is a non-zero morphism from (E′′, V ′′) to (Ql,Wl) for some l = 2, 3. Since it is non-zero and
the target is αc-stable, then it is surjective, but this is impossible by condition (i). Therefore
the �rst object of the previous long exact sequence is zero. Now if (Qj ,Wj) 6' (Q1,W1), then
also the second object of such a sequence is zero, so ηi is injective; in the opposite case ηi has
a kernel of dimension 1.

Now we need to remove from the set of all the ν's in Ext1((E′′, V ′′), (Q1,W1)) those such
that either ν ′2 or ν ′3 are zero, i.e. all those ν ′s that are in the image of η2 + η3. In order to
compute the dimension of such a space we need to describe the subvector space Im η2∩ Im η3.
If ν belongs to such a space, then this is equivalent to saying that ν ′ = (ν ′2, ν

′
3) = (0, 0), i.e.

α2(ν) = 0. So by exactness of (12.37) we have

Im η2 ∩ Im η3 = Im β2.

Now let us consider again the sequence (12.37). Also there the �rst term is zero, so we
have that:

� if (Q1,W1) 6' (Qi,Wi) for i = 2, 3, then β2 is injective;

� if (Q1,W1) ' (Qi,Wi) 6' (Qj ,Wj) for any choice of ordering (i, j) of {2, 3}, then β2 has
a kernel of dimension 1.

Moreover,

� if (Q1,W1) 6' (Qi,Wi) for i = 2, 3, then both η2 and η3 are injective;

� if (Q1,W1) ' (Qi,Wi) 6' (Qj ,Wj) for any choice of ordering (i, j) of {2, 3}, then ηj has
a kernel of dimension 1 and ηi is injective.

Therefore in both cases we get that

dim Im(η2 + η3) = d+ e− f = d+ e− 1− (f − 1).
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Now if we look at the sequence (12.34), we get that the (E′′, V ′′)'s there are parametrized
by pairs

([µ2], [µ3]) ∈
3⊕
i=2

P(Ext1((Qi,Wi), (Q1,W1))).

Moreover, Aut(Q1,W1) = C∗ because (Q1,W1) is αc-stable and also Aut(E′′, V ′′) = C∗

since (Q4,W4) 6' (Qi,Wi) for i = 2, 3. So we conclude that having �xed ([µ2], [µ3]), the
(E, V )'s that we are interested in are parametrized by

M([µ2], [µ3]) :=
(
Ext1((E′′, V ′′), (Q1,W1)) r Im(η2 + η3)

)
/C∗.

Then the previous description proves that such a set is isomorphic to Pc−1rPd+e−f−1.

Lemma 12.2.5. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.44), respectively (12.45), and such that:

(Q2,W2) ' (Q3,W3)

(automatically, this implies that (Q4,W4) 6' (Qi,Wi) for all i = 1, 2, 3). Let us denote by µi
any class of an extension of the form

0→ (Q2,W2)
α4i−→ (E4i, V4i)

β4i−→ (Q4,W4)→ 0 (12.50)

for i = 2, 3 and let us denote by µ the class of the extension

0→ (Q2,W2)⊕ (Q2,W2)
α2−→ (E′′, V ′′)

β2−→ (Q4,W4)→ 0 (12.51)

obtained by µ2 and µ3. Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 2, 1) and graded

⊕4
i=1(Qi,Wi) is given by a �bration over

Grass(2,Ext1((Q4,W4), (Q2,W2))).

The �ber over any point < µ2, µ3 > with µ2, µ3 as before is given by

M(< µ2, µ3 >) := M(< µ2, µ3 >)/C∗,

where

M(< µ2, µ3 >) := {ν ∈ Ext1((E′′, V ′′), (Q1,W1)) s.t. ε2 ◦ α2(ν)

and ε3 ◦ α2(ν) are linearly independent in Ext1((Q2,W2), (Q1,W1))}.

(this set is well de�ned even if α2 is not uniquely determined by < µ2, µ3 >, see the proof

below).
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Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ2, µ3, ν) = (µ, ν),
where µ and ν have representatives of the form (12.33), respectively (12.34) and µ2 and µ3 are
as in diagram (12.41). Then by corollary 12.2.3, we get that (E, V ) belongs to G+(αc;n, d, k),
respectively to G−(αc;n, d, k), and it has αc-canonical �ltration of type (1, 2, 1) if and only if
the following conditions hold:

(i) there are no quotients ζ2 : (E′′, V ′′) � (Q2,W2);

(ii) for all morphisms γ2 : (Q2,W2)→ (E2, V2) we have β′1 ◦ γ2 = 0.

Let us consider the �rst condition: since (Q4,W4) 6' (Q2,W2), then by lemma 3.3.1 we get
that (i) is equivalent to saying that µ2 and µ3 are linearly independent in Ext1((Q4,W4), (Q2,

W2)).

Now let us consider condition (ii) and let us denote by ν ′ = (ν ′2, ν
′
3) the object α2(ν). For

every i = 2, 3, this identi�cation is given by a diagram as (12.49) with (Q2,W2) = (Q3,W3).
Then by lemma 3.3.2 we get that (ii) is equivalent to imposing that ν ′2 and ν ′3 are linearly
independent in Ext1((Q2,W2), (Q1,W1)). By construction for every j = 2, 3 we have

ν ′j = εj(ν
′) = εj ◦ α2(ν).

Now let us consider the sequence (12.34). The set of the (E′′, V ′′)'s there is in bijection
with the set of points

< µ2, µ3 >∈ Grass(2,Ext1((Q4,W4), (Q2,W2))).

Since (Q2,W2) 6' (Q4,W4), then Aut(E′′, V ′′) = C∗; moreover we have also Aut(Q1,W1) =

C∗ because (Q1,W1) is αc-stable. Therefore, having �xed a point < µ2, µ3 >, we have that
there's a natural action of C∗ on the set

M(< µ2, µ3 >) := {ν ∈ Ext1((E′′, V ′′), (Q1,W1)) s.t.

ε2 ◦ α2(ν) and ε3 ◦ α2(ν) are linearly independent}

and the corresponding (E, V )'s are parametrized by

M(< µ2, µ3 >) := M(< µ2, µ3 >)/C∗.

The only thing we have still to prove is that the set M(< µ2, µ3 >) is well de�ned. Indeed
a priori the condition

“ε2 ◦ α2(ν) and ε3 ◦ α2(ν) linearly independent�

depends on the choice of α2, i.e. on the representative (12.51) for the point < µ2, µ3 >. So
let us suppose that we have chosen another representative < µ′2, µ

′
3 > for < µ2, µ3 > and let

us denote by µ′ the class of the extension
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0→ (Q2,W2)⊕ (Q2,W2)
α′2−→ (E′′, V ′′)

β′2−→ (Q4,W4)→ 0 (12.52)

associated to the pair (µ′2, µ
′
3). Note that the central term is the same of (12.51) (up to

isomorphism) since it depends only on < µ2, µ3 > and not on its representative. Now since
(12.51) is exact and since (Q2,W2) 6' (Q4,W4), then we get that the morphism α′2 induces an
injective morphism

A : (Q2,W2)⊕2 −→ (Q2,W2)⊕2

such that α′2 = α2 ◦A. Since A is injective, then it is also surjective, so it is of the form

A =

(
a b

c d

)
∈ Aut((Q2,W2)⊕2) = GL(2,C).

Now let us �x any

ν ∈ Ext1((E′′, V ′′), (Q1,W1))

and let us suppose that there exists (λ2, λ3) ∈ C2 r {0} such that

λ2ε2 ◦ α′2(ν) + λ3ε3 ◦ α′2(ν) = 0.

By construction of A, this implies that

0 = λ2 · ε2 ◦A ◦ α2(ν) + λ3 · ε3 ◦A ◦ α2(ν) = λ2 ·A ◦ ε2 ◦ α2(ν) + λ3 ·A ◦ ε3 ◦ α2(ν) =

= λ2 ·aε2 + bε3 ◦α2(ν)+λ3 ·cε2 + dε3 ◦α2(ν) = (aλ2 +cλ3) ·ε2 ◦α2(ν)+(bλ2 +dλ3) ·ε3 ◦α2(ν).

Now (
aλ2 + cλ3

bλ2 + dλ3

)
=

(
a c

b d

)(
λ2

λ3

)
.

Since the matrix A is invertible, so is its transposed; moreover (λ2, λ3) ∈ C2 r{0}. There-
fore, (aλ2 + cλ3, bλ2 + dλ3) ∈ C2 r {0}. So we conclude that the set M(< µ2, µ3 >) does not
depend on α2 but only on < µ2, µ3 >.

Now we want to give a global parametrization of the objects described before, i.e. we
want to describe families of schemes that parametrize various types of (E, V )'s when the
graded ⊕4

i=1(Qi,Wi) varies over
∏4
i=1Gi. Let us denote by ⊕4

i=1(Qi,Wi) a �xed graded with
conditions (12.44), respectively (12.45), and such that (n1, k1) = (n2, k2) = (n3, k3). If we
assume that (n1, k1) = (n2, k2) = (n3, k3), then (12.44), respectively (12.45), are equivalent to
imposing that

k1

n1
<
k

n
, (12.53)
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respectively that

k1

n1
>
k

n
. (12.54)

If (Q2,W2) 6' (Q3,W3), then by lemma 12.2.4 the corresponding (E, V )'s are parametrized
by triples ([µ2], [µ3], [ν]) with [µi] ∈ P(Ext1((Q4,W4), (Qi,Wi))) for i = 2, 3, representative
(12.48) for µ = (µ2, µ3) and

[ν] ∈M([µ2], [µ3]) ⊂ P(Ext1((E′′, V ′′), (Q1,W1))).

We are considering the case when the (Qi,Wi)'s are all of the same type for i = 1, 2, 3.
Therefore we need to take into account the possible isomorphisms between them. So we need
to consider separately the following cases.

(1) If (Q1,W1) ' (Q2,W2) 6' (Q3,W3), then the roles of (Q2,W2) and of (Q3,W3) are not
interchangeable, so we need to consider ordered pairs ([µ2], [µ3]).

(2) If (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {1, 2, 3}, then the roles of (Q2,W2) and of (Q3,W3)

are interchangeable. Therefore, we need to consider unordered pairs ([µ2], [µ3]), so we will
have to take into account an action of Z2 on schemes constructed as in (1).

Note that since the order of (Q2,W2) and (Q3,W3) is not important, we don't need to
consider also the case (Q1,W1) ' (Q3,W3) 6' (Q2,W2).

If (Q2,W2) ' (Q3,W3), then by lemma 12.2.5 the corresponding (E, V )'s are parametrized
by pairs (< µ2, µ3 >, [ν]) with

< µ2, µ3 >∈ Grass(2,Ext1((Q4,W4), (Q2,W2)))

and

[ν] ∈M(< µ2, µ3 >) ⊂ P(Ext1((E′′, V ′′), (Q1,W1))).

We need to consider separately the following cases:

(3) (Q1,W1) 6' (Q2,W2) ' (Q3,W3);

(4) (Q1,W1) ' (Q2,W2) ' (Q3,W3).

Remark 12.2.1. The only case that we are able to describe completely is case (1). In the other
3 cases it is not currently possible to get a global description and/or such a description is not
good enough in order to compute Hodge-Deligne polynomials. Therefore, we only give the
details for the �rst case, namely proposition 7.6.1.
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Proof of proposition 7.6.1. The �rst part of this construction is analogous to the construction
performed in the proof of proposition 7.1.1. We state anyway all the details since we cannot
use exactly the same notations used there.

First of all, we consider a set of data D2
a given by:

� r = 2, i.e. we are considering a tree with only 2 leaves and an internal node;

� the invariants (n2, k2) and (n4, k4) associated to the �rst leaf, respectively to the second
leaf;

� any non-negative integer a such that there exists ((Q2,W2), (Q4,W4)) ∈ G2 ×G4 with

dim Ext1((Q4,W4), (Q2,W2)) = a.

If we use condition (12.53), respectively (12.54), together with the fact that (n1, k1) =

(n2, k2) = (n3, k3) then we get that k2
n2
6= k4

n4
. So by lemma 1.0.4 for every pair of points

(Q2,W2) ∈ G2 and (Q4,W4) ∈ G4 we have

Hom((Q4,W4), (Q2,W2)) = 0.

Then by proposition 5.0.5 for r = 2 we get the following objects:

� a �nite set of indices L2
a;

� a covering of

Û2
a := {t ∈ Ĝ2 × Ĝ4 s.t. dim Ext1((q̂2′

a , q̂
2
a)(Q̂4, Ŵ4)t, (p̂

2′
a , p̂

2
a)(Q̂2, Ŵ2)t) = a}

by locally closed subschemes Û2
a;i with i ∈ L2

a; we denote by p̂
2
a;i, q̂

2
a;i and π̂

2
a;i the various

projections composed with the corresponding locally closed embeddings; so for example
p̂2
a;i : Û2

a;i ↪→ Ĝ2 × Ĝ4 → Ĝ2;

� for every i ∈ L2
a, a locally free sheaf on Û2

a;i:

Ĥ2
a;i := Ext1π̂

Û2
a;i

(
(q̂2′
a;i, q̂

2
a;i)
∗(Q̂4, Ŵ4), (p̂2′

a;i, p̂
2
a;i)
∗(Q̂2, Ŵ2)

)∨
,

where (Q̂l, Ŵl) is the local universal family parametrized by Ĝ(αc;nl, dl, kl);

� projective �brations for every i ∈ L2
a:

ϕ̂2
a;i : R̂2

a;i := P(Ĥ2
a;i) −→ Û2

a;i

with �bers isomorphic to Pa−1;
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� universal extensions for every i ∈ L2
a, parametrized by R̂2

a;i

0→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂2, Ŵ2)⊗R̂2

a;i
OR̂2

a;i
(1)→

→ (Ê2
a;i, V̂2

a;i)→ (ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(q̂2′

a;i, q̂
2
a;i)
∗(Q̂4, Ŵ4)→ 0. (12.55)

Analogously, let us �x a set of data D3
b as follows:

� r = 2, i.e. we are again considering a tree with only 2 leaves and an internal node;

� the invariants (n3, k3) and (n4, k4) associated to the �rst leaf, respectively to the second
leaf;

� any non-negative integer b such that there exists ((Q3,W3), (Q4,W4)) ∈ G3 ×G4 with

dim Ext1((Q4,W4), (Q3,W3)) = b.

Then by proposition 5.0.5 we get the following objects:

� a �nite set of indices L3
b ;

� a covering of

Û3
b := {t ∈ Ĝ2 × Ĝ4 s.t. dim Ext1((q̂3′

b , q̂
3
b )(Q̂4, Ŵ4)t, (p̂

3′
b , p̂

3
b)(Q̂3, Ŵ3)t) = b}

by integral locally closed subschemes Û3
b;j with j ∈ L3

b ; we denote by p̂3
b;j , q̂

3
b;j and π̂

3
b;j

the various projections composed with the corresponding locally closed embeddings;

� for every j ∈ L3
b , a locally free sheaf on Û3

b;j :

Ĥ3
b;j := Ext1π̂

Û3
b;j

(
(q̂3′
b;j , q̂

3
b;j)
∗(Q̂4, Ŵ4), (p̂3′

b;j , p̂
3
b;j)
∗(Q̂3, Ŵ3)

)∨
;

� projective �brations for every j ∈ L3
b :

ϕ̂3
b;j : R̂3

b;j := P(Ĥ3
b;j) −→ Û3

b;j

with �bers isomorphic to Pb−1;

� universal extensions for every j ∈ L3
b , parametrized by R̂3

b;j :

0→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(p̂3′

b;j , p̂
3
b;j)
∗(Q̂3, Ŵ3)⊗R̂3

b;j
OR̂3b;j(1)→

→ (Ê3
b;j , V̂3

b;j)→ (ϕ̂3′
b;j , ϕ̂

3
b;j)
∗(q̂3′

b;j , q̂
3
b;j)
∗(Q̂4, Ŵ4)→ 0. (12.56)
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Now we �x any (a, b; i, j) and we consider the following cartesian diagram constructed in
several steps, starting from (a):

Q̂a,b;i;j Q̂2
a,b;i,j R̂2

a;i

�(d) �(b)

Q̂3
a,b;i,j Ûa,b;i,j Û2

a;i

�(c) �(a)

R̂3
b;j Û3

b;j Ĝ4.

r̂2a;iŝ2a;i

θ̂3b;j

ϕ̂3
b;j

ŝ3b;j

r̂3b;j

ϕ̂2
a;i

q̂2a;i

ψ̂2
a;i

ψ̂3
b;j

θ̂2a;i

q̂3b;j (12.57)

Then we de�ne the locally closed subscheme of Ûa,b;i,j :

V̂a,b;i,j := {t ∈ Ûa,b;i,j s.t.

Hom((r̂3′
b;j , r̂

3
b;j)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂2, Ŵ2)t, (r̂

2′
a;i, r̂

2
a;i)
∗(p̂3′

b;j , p̂
3
b;j)
∗(Q̂3, Ŵ3)t) = 0}.

and we set:

R̂a,b;i,j := Q̂a,b;i,j |V̂a,b;i,j .

Now we denote by (Q4,W4) the pullback of (Q̂4, Ŵ4) from Ĝ4 to R̂a,b;i,j ; moreover we set

(Q2,W2) := (θ̂3′
b;j , θ̂

3
b;j)
∗(ŝ3′

b;j , ŝ
3
b;j)
∗
(

(ϕ̂2′
a;i, ϕ̂

2
a;i)
∗(p̂2′

a;i, p̂
2
a;i)
∗(Q̂2, Ŵ2)⊗R̂2

a;i
OR̂2

a;i
(1)
)

and analogously for (Q3,W3). By pullback from R̂2
a;i and from R̂3

b;j (see lemma 3.2.1), the
sequences (12.55) and (12.56) give rise to 2 short exact sequences of coherent systems para-
metrized by R̂a,b;i,j :

0→ (Q2,W2)
α42−→ (E42

a;i,V
42
a;i)

β42−→ (Q4,W4)→ 0, (12.58)

0→ (Q3,W3)
α43−→ (E43

b;j ,V
43
b;j)

β43−→ (Q4,W4)→ 0. (12.59)

Then we sum these 2 extensions in order to get an extension of the form

0→ (Q2,W2)⊕ (Q3,W3)
α2−→ (Ê ′′a,b;i,j , V̂ ′′a,b;i,j)

β2−→ (Q4,W4)→ 0. (12.60)

In particular, we get a diagram of the form
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0 (Q2,W2) (E42
a;i,V

42
a;i) (Q4,W4) 0,

y y

0
⊕3

l=2(Ql,W l) (Ê ′′a,b;i,j , V̂ ′′a,b;i,j) (Q4,W4) 0

pr2

β42

α2

α42

β2

η2

(12.61)

where pr2 is the quotient (Q2,W2)⊕(Q2,W3) � (Q2,W2). So we have a surjective morphism

η2 : (Ê ′′a,b;i,j , V̂ ′′a,b;i,j) � (E42
a;i,V

42
a;i).

Analogously, we get a surjective morphism

η3 : (Ê ′′a,b;i,j , V̂ ′′a,b;i,j) � (E43
b;j ,V

43
b;j).

Now let us consider the locally closed subscheme of R̂a,b;i,j :

Ûa,b,c,d,e;i,j := {t ∈ R̂a,b;i,j s.t. dim Ext1((Ê ′′a,b;i,j , V̂ ′′a,b;i,j)t, (Q2,W2)t) = c,

dim Ext1((E42
a;i,V

42
a;i)t, (Q2,W2)t) = d, dim Ext1((E43

b;j ,V
43
b;j)t, (Q2,W2)t) = e}.

By applying several times lemma 4.6.1 we have that there is a �nite locally closed disjoint
covering {Ûa,b,c,d,e;i,j,k}k of such a scheme such that all the following sheaves are all locally
free and commute with base change

Ĥa,b,c,d,e;i,j,k := Ext1πÛa,b,c,d,e;i,j,k

(
(Ê ′′a,b;i,j , V̂ ′′a,b;i,j), (Q2,W2)

)
,

Ĥ2
a,b,c,d,e;i,j,k := Ext1πÛa,b,c,d,e;i,j,k

(
(E42
a;i,V

42
a;i), (Q2,W2)

)
,

Ĥ3
a,b,c,d,e;i,j,k := Ext1πÛa,b,c,d,e;i,j,k

(
(E43
b;j ,V

43
b;j), (Q2,W2)

)
.

Let us �x any point t of Ûa,b,c,d,e;i,j and let us denote by

0→ (Q2,W2)⊕ (Q3,W3)→ (E′′, V ′′)→ (Q4,W4)→ 0

the restriction of (12.60) to t. Such a sequence is a representative for a pair (µ2,t, µ3,t) with
both µ2,t and µ3,t di�erent from zero; moreover by construction (Q4,W4) 6' (Q2,W2) and
(Q2,W2) 6' (Q3,W3). So by lemma 3.3.1 we get that

Hom((E′′, V ′′), (Qi,Wi)) = 0 ∀i = 1, 2.

So by base change the sheaf

HomπÛa,b,c,d,e;i,j,k
((Ê ′′a,b;i,j , V̂ ′′a,b;i,j), (Q2,W2))
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is zero. So by corollary 4.4.4 we get that for every index k there is a projective bundle

ψ̂a,b,c,d,e;i,j,k : P̂a,b,c,d,e;i,j,k := P((Ĥa,b,c,d,e;i,j,k)∨) −→ Ûa,b,c,d,e;i,j ⊂ R̂a,b;i,j

with �bers isomorphic to Pc−1. Moreover, there exists a universal family of classes of non-split
extensions parametrized by P̂a,b,c,d,e;i,j,k:

0→ (ϕ̂′a,b,c,d,e;i,j,k, ϕ̂a,b,c,d,e;i,j,k)
∗(Q2,W2)⊗P̂a,b,c,d,e;i,j,k OP̂a,b,c,d,e;i,j,k(1)→

→ (Êa,b,c,d,e;i,j,k, V̂a,b,c,d,e;i,j,k)→
→ (ϕ̂′a,b,c,d,e;i,j,k, ϕ̂a,b,c,d,e;i,j,k)

∗(Ê ′′a,b;i,j , V̂ ′′a,b;i,j)→ 0. (12.62)

Now let us consider the morphism induced by η2:

η2 : Ĥ2
a,b,c,d,e;i,j,k = Ext1πÛa,b,c,d,e;i,j,k

((E42
a;i,V

42
a;i), (Q2,W2)) −→

−→ Ext1πÛa,b,c,d,e;i,j,k
((Ê ′′a,b;i,j , V̂ ′′a,b;i,j), (Q2,W2)) = Ĥa,b,c,d,e;i,j,k;

analogously, we can consider a morphism of the form

η3 : Ĥ3
a,b,c,d,e;i,j,k −→ Ĥa,b,c,d,e;i,j,k.

Then let us consider the morphism:

η2 + η3 : Ĥ2
a,b,c,d,e;i,j,k ⊕ Ĥ3

a,b,c,d,e;i,j,k −→ Ĥa,b,c,d,e;i,j,k.

By construction all the sheaves in the previous line are locally free and commute with base
change. Moreover, by the proof of lemma 12.2.4 and base change we get that the rank of such
a morphism is constant. To be more precise, in the notation of lemma 12.2.4, that rank is
equal to d+ e− f ; in the case under consideration we are imposing (Q1,W1) ' (Q2,W2), so
f = a and the rank of that morphism is therefore d+ e− a. Therefore the image of η2 + η3 is
a locally free subsheaf of Ĥa,b,c,d,e;i,j,k; we denote such subsheaf by Ĥ′a,b,c,d,e;i,j,k. So it makes
sense to consider the projective subbundle

Q̂a,b,c,d,e;i,j,k := P((Ĥ′a,b,c,d,e;i,j,k)∨) ⊂ P((Ĥa,b,c,d,e;i,j,k)∨) = P̂a,b,c,d,e;i,j,k

and to de�ne the scheme

R̂a,b,c,d,e;i,j,k := P̂a,b,c,d,e;i,j,k r Q̂a,b,c,d,e;i,j,k.

Then the proof of lemma 12.2.4 shows that for every point r of R̂a,b,c,d,e;i,j,k the restriction
of (Êa,b,c,d,e;i,j,k, V̂a,b,c,d,e;i,j,k) to r gives rise to an object of G+(αc;n, d, k), respectively of
G−(αc;n, d, k). Then we conclude as usual.
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12.2.2 Second case

In this subsection we consider the case when (E, V ) has αc-canonical �ltration of type
(1,2,1) and (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4. We can associate to every (E, V ) that we want
to parametrize a pair of exact sequences of the form:

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)⊕ (Q3,W3)→ 0; (12.63)

0→ (E2, V2)
ε−→ (E, V )

δ−→ (Q4,W4)→ 0. (12.64)

We denote by µ and ν the classes of those 2 exact sequences. If (E, V ) has αc-canonical
�ltration of type (1,2,1), then it has certainly the following proper αc-semistable subobjects
with αc-slope µ:

(a) (Q1,W1), that is the only αc-stable one;

(b) an extension of (Qi,Wi) by (Q1,W1) for i = 2, 3;

(c) an extension of (Q2,W2)⊕ (Q3,W3) by (Q1,W1).

So we get that conditions (12.35) are necessary in order to have that (E, V ) belongs to
G+(αc;n, d, k). Analogously, we get that conditions (12.36) are necessary in order to have
that (E, V ) belongs to G−(αc;n, d, k)

Let us consider the following long exact sequence obtained by applying the functor Hom((Q4,

W4),−) to (12.63):

· · · → Hom((Q4,W4), (E2, V2))→ Hom((Q4,W4), (Q2,W2)⊕ (Q3,W3))→

→ Ext1((Q4,W4), (Q1,W1))
σ−→ Ext1((Q4,W4), (E2, V2))

κ−→
κ−→ Ext1((Q4,W4), (Q2,W2)⊕ (Q3,W3))→ · · · (12.65)

If we apply κ to ν we get a diagram of this form:

0 ⊕3
i=2(Qi,Wi) (E′′, V ′′) (Q4,W4) 0 κ(ν).

y y

0 (E2, V2) (E, V ) (Q4,W4) 0 ν

κ

β2

ε

α2

κ

δ

β1

(12.66)

By the snake lemma and (12.63), we get an induced short exact sequence

0→ (Q1,W1)
α1−→ (E, V )

β1−→ (E′′, V ′′)→ 0. (12.67)

Again by the snake lemma, eventually by replacing α1 with α1 ◦ϕ for a suitable automor-
phism ϕ of (Q1,W1) (i.e. ϕ = λ · id(Q1,W1) for some λ ∈ C∗), we have that
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α1 = ε ◦ σ. (12.68)

We can identify µ with a pair

(µ2, µ3) ∈
3⊕
i=2

Ext1
(

(Qi,Wi), (Q1,W1)
)
.

For every i = 2, 3, this identi�cation gives a diagram of the form:

0 (Q1,W1) (Ei1, Vi1) (Qi,Wi) 0 µi,

y y

0 (Q1,W1) (E2, V2) ⊕3
l=2(Ql,Wl) 0 µ

εi

κi1

σ

σi1

εi

κ

δi

(12.69)

where εi is the embedding of (Qi,Wi) in (Q2,W2)⊕(Q3,W3) for i = 2, 3. By the snake lemma,
for every i = 2, 3 we get an induced short exact sequence

0→ (Ei1, Vi1)
δi−→ (E2, V2)

ηi−→ (Qj ,Wj)→ 0, (12.70)

where j is the index in {2, 3} di�erent from i. Having �xed all those notations, we have the
following results.

Lemma 12.2.6. Let us �x any pair of exact sequences as (12.63) and (12.64), let us denote

by µ and ν their classes. Then the following facts are equivalent.

(a) (E, V ) has αc-canonical �ltration of type (1, 2, 1);

(b) for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E2, V2) we have κ◦γi = 0; moreover,

κ(ν) 6= 0.

The proof is analogous to the proof of lemma 12.2.1, so we omit it.

Lemma 12.2.7. Let us �x any pair of exact sequences as (12.63) and (12.64) and let us

suppose that:

ki
ni
>
k

n
∀ i ∈ {2, 3, 4}, (12.71)

respectively that

ki
ni
<
k

n
∀ i ∈ {2, 3, 4}. (12.72)

Let us also suppose that (E, V ) has αc-canonical �ltration of type (1, 2, 1). Then (E, V )

belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k).
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Proof. Since (E, V ) has αc-canonical �ltration of type (1,2,1), all its proper subobjects that
are αc-semistable with αc-slope as (E, V ) contain (Q1,W1). Now let us assume conditions
(12.72), the other case is analogous. Those conditions imply that

k1

n1
<
k

n
,

k1 + ki
n1 + ni

<
k

n
∀ i ∈ {2, 3, 4}, k1 + ki + kj

n1 + ni + nj
<
k

n
∀ i 6= j ∈ {2, 3, 4}

So all possible subobjects of (E, V ) that are αc-semistable with αc-slope as (E, V ) do not
destabilize (E, V ) for α−c , so we conclude.

Corollary 12.2.8. Let �x any quadruple (Qi,Wi)i=1,·,4 ∈
∏4
i=1Gi and let us suppose that

conditions (12.71), respectively (12.72), are satis�ed (automatically, we have that (Q1,W1) 6'
(Qi,Wi) for all i = 2, 3, 4). Then the (E, V )'s that belong to G+(αc;n, d, k), respectively to

G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 2, 1) and graded ⊕4
i=1(Qi,Wi) are

those induced by pairs µ, ν with representatives (12.63) and (12.64), such that:

� for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E2, V2) we have κ ◦ γi = 0;

� κ(ν) 6= 0.

Now we will have to state 2 lemmas according to the relation between (Q2,W2) and
(Q3,W3).

Lemma 12.2.9. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.71), respectively (12.72), and such that (Q2,W2) 6' (Q3,W3) (automatically, we have

(Q1,W1) 6' (Qi,Wi) for all i = 2, 3, 4). Let us denote by µi any class of an extension of the

form

0→ (Q1,W1)
σi1−→ (Ei1, Vi1)

κi1−→ (Qi,Wi)→ 0 (12.73)

for i = 2, 3 and let us denote by µ the class of the extension

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)⊕ (Q3,W3)→ 0 (12.74)

obtained by µ2 and µ3 (so that we have diagrams of the form (12.69) for i = 2, 3). Then the

set of all the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have

αc-canonical �ltration of type (1, 2, 1) and graded ⊕4
i=1(Qi,Wi) is given by a �bration over

P(Ext1((Q2,W2), (Q1,W1)))× P(Ext1((Q3,W3), (Q1,W1))).

The �ber over any point ([µ2], [µ3]) with µ2, µ3 as before is given by

M([µ2], [µ3]) :=
(
Ext1((Q4,W4), (E2, V2)) r Im σ

)
/C∗,

where σ is as in (12.65). In addition, if we write:

c := dim Ext1((Q4,W4), (E2, V2)), d := dim Ext1((Q4,W4), (Q1,W1)),

then for every pair ([µ2], [µ3]) we have that
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� if (Q4,W4) 6' (Qi,Wi) for all i = 2, 3, then M([µ2], [µ3]) ' Pc−1 r Pd−1;

� if (Q4,W4) is isomorphic to (Q2,W2) and not to (Q3,W3) or conversely, thenM([µ2], [µ3])

' Pc−1 r Pd−2.

Proof. To any pair (E, V ) that we want to parametrize we can associate a triple (µ2, µ3, ν) =

(µ, ν), where µ and ν have representatives of the form (12.63), respectively (12.64), and
µ2, µ3 are as in diagram (12.69). Then by corollary 12.2.8, we have that (E, V ) belongs to
G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical �ltration of type (1, 2, 1)

if and only if the following conditions hold:

(i) for all i = 2, 3 and for all morphisms γi : (Qi,Wi)→ (E2, V2) we have κ ◦ γi = 0;

(ii) κ(ν) 6= 0.

Since (Q2,W2) 6' (Q3,W3), then lemma 3.3.2 proves that (i) is equivalent to imposing
that both µ2 and µ3 are non-zero.

By exactness of (12.65), condition (ii) is equivalent to saying that ν does not belong to
the image of σ, so the objects we are interested in are only those induced by triples (µ2, µ3, ν)

such that µi 6= 0 for i = 2, 3 and ν /∈ Im σ. Now if we look at the sequence (12.64), we get
that the set of all the (E2, V2)'s there is given by

P(Ext1((Q2,W2), (Q1,W1)))× P(Ext1((Q3,W3), (Q1,W1))).

We have that Aut(E2, V2) = C∗ because (Q1,W1) 6' (Qi,Wi) for i = 2, 3; moreover also
Aut(Q4,W4) = C∗ because (Q4,W4) is αc-stable. In addition,

Hom((Q4,W4), (E2, V2)) = 0.

Indeed, since the graded of (E2, V2) is ⊕3
i=1(Qi,Wi), then if there exists a non-zero mor-

phism γ in that space, then (Q4,W4) ' (Qi,Wi) for some i = 1, 2, 3. Now by hypothesis
(Q4,W4) 6' (Q1,W1), so we must have that γ is of the form γi for some i = 2, 3. But condi-
tion (i) implies that this is impossible; so the previous space is the zero space.

Then we get that having �xed ([µ2], [µ3]), the (E, V )'s we are interested in are parametrized
by M([µ2], [µ3]). Now let us consider the long exact sequence (12.65): as we just said, the
�rst term in that exact sequence is zero. The second term is zero or C according to the
relations between (Q4,W4) and (Qi,Wi) for i = 2, 3. Therefore, we get that σ is injective if
(Q4,W4) 6' (Qi,Wi) for i = 2, 3, while it has a kernel of dimension 1 if (Q4,W4) is isomorphic
to (Q2,W2) and not to (Q3,W3) or conversely, so we conclude.

Lemma 12.2.10. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical condi-

tions (12.71), respectively (12.72), and such that (Q2,W2) ' (Q3,W3) (automatically, we have

that (Q1,W1) 6' (Qi,Wi) for all i = 2, 3, 4). Let us denote by µi any class of an extension of

the form
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0→ (Q1,W1)
σi1−→ (Ei1, Vi1)

κi1−→ (Q2,W2)→ 0 (12.75)

for i = 2, 3 and let us denote by µ the class of the extension

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)⊕2 → 0

obtained by µ2 and µ3 (so that we have diagrams of the form (12.69) for i = 2, 3). Then the

set of all the (E, V )'s that belong to G+(αc;n, d, k), respectively to G−(αc;n, d, k), that have

αc-canonical �ltration of type (1,2,1) and graded ⊕4
i=1(Qi,Wi) is given by a �bration over

Grass(2,Ext1((Q2,W2), (Q1,W1))).

The �ber over any point < µ2, µ3 > with µ2 and µ3 as before is given by

M(< µ2, µ3 >) := (Ext1((Q4,W4), (E2, V2)) r Im σ)/C∗,

where σ is as in (12.65). In addition, if we write:

b := dim Ext1((Q4,W4), (E2, V2)), c := dim Ext1((Q4,W4), (Q1,W1)),

then for every point < µ2, µ3 > we have that

� if (Q4,W4) 6' (Q2,W2) then M(< µ2, µ3 >) ' Pb−1 r Pc−1;

� if (Q4,W4) is isomorphic to (Q2,W2), then M(< µ2, µ3 >) ' Pb−1 r Pc−3.

Proof. To any pair (E, V ) that we want to parametrize we can associate a triple (µ2, µ3, ν) =

(µ, ν), where µ and ν have representatives of the form (12.63), respectively (12.64), and
µ2, µ3 are as in diagram (12.69). Then by corollary 12.2.8, we have that (E, V ) belongs to
G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical �ltration of type (1, 2, 1)

if and only if the following conditions hold:

(i) for all i = 2, 3 and for all morphisms γ2 : (Q2,W2)→ (E2, V2) we have κ ◦ γ2 = 0;

(ii) κ(ν) 6= 0.

Since (Q2,W2) ' (Q3,W3), then lemma 3.3.2 proves that (i) is equivalent to imposing
that µ2 and µ3 are linearly independent in

Ext1((Q2,W2), (Q1,W1)).

By exactness of (12.65), condition (ii) is equivalent to saying that ν does not belong to
the image of σ, so the objects we are interested in are only those induced by triples (µ2, µ3, ν)

such that µ2 and µ3 are linearly independent and ν /∈ Im σ. Now if we look at the sequence
(12.64), we get that the set of all the (E2, V2)'s there is given by

Grass(2,Ext1((Q2,W2), (Q1,W1))).
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We have that Aut(E2, V2) = C∗ because (Q1,W1) 6' (Q2,W2); moreover also Aut(Q4,W4)

= C∗ because (Q4,W4) is αc-stable. In addition, as in the previous lemma we have:

Hom((Q4,W4), (E2, V2)) = 0.

Then we get that having �xed a point < µ2, µ3 > in the grassmannian, the (E, V )'s we are
interested in are parametrized byM(< µ2, µ3 >). Now let us consider the long exact sequence
(12.65): as we just said, the �rst term in that exact sequence is zero. The second term is zero
or C2 according to the relations between (Q4,W4) and (Q2,W2). Therefore, we get that σ is
injective if (Q4,W4) 6' (Q2,W2), while it has a kernel of dimension 2 if (Q4,W4) is isomorphic
to (Q2,W2); so we conclude.

Now we want to give a global parametrization of the objects described before, i.e. we
want to describe families of schemes that parametrize various types of (E, V )'s when the
graded varies over

∏4
i=1Gi and the αc-canonical �ltration is of type (1,2,1). Let us denote by

⊕4
i=1(Qi,Wi) a �xed graded with conditions (12.71), respectively (12.72). If we assume that

(n2, k2) = (n3, k3) = (n4, k4), then (12.71), respectively (12.72), are equivalent to imposing
that

k2

n2
>
k

n
, (12.76)

respectively that

k2

n2
<
k

n
. (12.77)

If (Q2,W2) 6' (Q3,W3), then by lemma 12.2.9 the corresponding (E, V )'s are parametrized
by triples ([µ2], [µ3], [ν]) with [µi] ∈ P(Ext1((Qi,Wi), (Q1,W1))) and representative (12.74) for
µ = (µ2, µ3) and

[ν] ∈M([µ2], [µ3]) ⊂ P(Ext1((Q4,W4), (E2, V2))).

We are considering the case when the (Qi,Wi)'s are all of the same type for i = 2, 3, 4.
Therefore we need to take into account the possible isomorphisms between them. So we need
to consider separately the following cases.

(1) If (Q2,W2) 6' (Q3,W3) ' (Q4,W4), then the roles of (Q2,W2) and of (Q3,W3) are not
interchangeable, so we need to consider ordered pairs ([µ2], [µ3]).

(2) If (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4}, then the roles of (Q2,W2) and of (Q3,W3)

are interchangeable, so we need to consider unordered pairs ([µ2], [µ3]), so we will have to
take into account an action of Z2 on schemes constructed as in (1).

Note that since the order of (Q2,W2) and (Q3,W3) is not important, we don't need to
consider also the case (Q2,W2) ' (Q4,W4) 6' (Q3,W3).
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If (Q2,W2) ' (Q3,W3), then by lemma 12.2.10 the corresponding (E, V )'s are parametri-
zed by pairs (< µ2, µ3 >, [ν]) with

< µ2, µ3 >∈ Grass(2,Ext1((Q2,W2), (Q1,W1))),

representative (12.2.10) for µ = (µ2, µ3) and

[ν] ∈M(< µ2, µ3 >) ⊂ P(Ext1((Q4,W4), (E2, V2))).

We need to consider separately the following cases:

(3) (Q2,W2) ' (Q3,W3) 6' (Q4,W4);

(4) (Q2,W2) ' (Q3,W3) ' (Q4,W4).

Remark 12.2.2. In case (2) it is not currently possible to give a global description; the cases
that we are able to describe completely are the remaining 3 ones, accounted for by propositions
7.6.2, 7.6.3 and 7.6.4 respectively.

The proof of proposition 7.6.2 is on the same line of the proof of proposition 7.6.1, with
the only signi�cant di�erence that we use lemma 12.2.9 instead of lemma 12.2.4. We remark
that we don't need the invariant d de�ned in lemma 12.2.9: indeed we are assuming that
(Q3,W3) ' (Q4,W4), therefore

d = dim Ext1((Q4,W4), (Q1,W1)) = dim Ext1((Q3,W3), (Q1,W1)) = b.

The proof of proposition 7.6.3 is a direct consequence of lemma 12.2.10, so we omit the
details.

The proof of proposition 7.6.4 is also a direct consequence of lemma 12.2.10. We only
remark that we don't need the invariant c of that lemma: indeed we are imposing that
(Q2,W2) ' (Q4,W4), therefore

c = dim Ext1((Q4,W4), (Q1,W1)) = dim Ext1((Q2,W2), (Q1,W1)) = a.

12.3 Canonical �ltration of type (1,1,2)

In this case the αc-canonical �ltration is given by:

0 ⊂ (E1, V1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V ),

where (E1, V1) =: (Q1,W1), (E2, V2)/(E1, V1) := (Q2,W2) and (E, V )/(E2, V2) ' (Q3,W3)⊕
(Q4,W4). All the (Qi,Wi)'s for i = 1, · · · , 4 are αc-stable coherent systems with the same
αc-slope µ. Then we can associate to every (E, V ) that we want to parametrize a pair of exact
sequences of the form:

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0; (12.78)
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0→ (E2, V2)
ε−→ (E, V )

δ−→ (Q3,W3)⊕ (Q4,W4)→ 0. (12.79)

We denote by µ and ν the classes of those 2 exact sequences. If (E, V ) has αc-canonical
�ltration of type (1,1,2), then it has certainly the following proper αc-semistable subobjects
with αc-slope µ:

� (Q1,W1), that is the only αc-stable one;

� (E2, V2), that is an extension of (Q2,W2) by (Q1,W1);

� for all i = 3, 4, an extension of (Qi,Wi) by (E2, V2).

Actually, this is a complete list (see lemma 12.3.2); for the moment we don't prove that,
so let us consider this as a partial list. Given that, having �xed any pair of sequences of the
form (12.78) and (12.79), the following numerical conditions are necessary in order to have
that (E, V ) belongs to G+(αc;n, d, k)

k1

n1
<
k

n
,

k1 + k2

n1 + n2
<
k

n
,

k1 + k2 + ki
n1 + n2 + ni

<
k

n
∀ i ∈ {3, 4}, (12.80)

where the last condition is equivalent to:

ki
ni
>
k

n
∀ i ∈ {3, 4}. (12.81)

Analogously, the following conditions are necessary in order to have that (E, V ) belongs
to G−(αc;n, d, k):

k1

n1
>
k

n
,

k1 + k2

n1 + n2
>
k

n
,

k1 + k2 + ki
n1 + n2 + ni

>
k

n
∀ i ∈ {3, 4}, (12.82)

where the last condition is equivalent to:

ki
ni
<
k

n
∀ i ∈ {3, 4}. (12.83)

Let us consider the long exact sequence obtained by applying the functor Hom((Q3,W3)⊕
(Q4,W4),−) to (12.78):

· · · → Hom((Q3,W3)⊕ (Q4,W4), (Q2,W2))→ Ext1((Q3,W3)⊕ (Q4,W4), (Q1,W1)
σ−→

σ−→ Ext1((Q3,W3)⊕ (Q4,W4), (E2, V2)
κ−→ Ext1((Q3,W3)⊕ (Q4,W4), (Q2,W2))→ · · ·

(12.84)
If we apply κ to ν, we get a diagram of this form:

0 (Q2,W2) (E′′, V ′′) ⊕4
i=3(Qi,Wi) 0 κ(ν).

y y

0 (E2, V2) (E, V ) ⊕4
i=3(Qi,Wi) 0 ν

κ

β2

ε

α2

κ

δ

β1

(12.85)
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By the snake lemma and (12.78) we get an induced exact sequence:

0→ (Q1,W1)
α1−→ (E, V )

β1−→ (E′′, V ′′)→ 0. (12.86)

We can identify ν with a pair

(ν3, ν4) ∈
4⊕
i=3

Ext1 ((Qi,Wi), (E2, V2)) .

For every i = 3, 4, this identi�cation gives a diagram as follows:

0 (E2, V2) (Ei21, Vi21) (Qi,Wi) 0 νi,

y y

0 (E2, V2) (E, V )
⊕4

l=3(Ql,Wl) 0 ν

εi

ηi21

ε

εi21

εi

δ

δi

(12.87)

where εi is the embedding (Qi,Wi) ↪→ (Q3,W3)⊕ (Q4,W4) for i = 3, 4. Having �xed all those
notations, let us state and prove the following results.

Lemma 12.3.1. Let us �x any pair of exact sequences as (12.78) and (12.79), let us denote

by µ and ν = (ν3, ν4) their classes and let us suppose that (Q1,W1) 6' (Qi,Wi) ∀ i ∈ {2, 3, 4}.
Then the following facts are equivalent:

(a) (E, V ) has αc-canonical �ltration of type (1, 1, 2);

(b) for all i = 3, 4 and for all morphisms γi : (Qi,Wi) → (E′′, V ′′) we have β2 ◦ γi = 0;

moreover µ 6= 0.

Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ, ν3, ν4) = (µ, ν)

with µ and ν represented by (12.78) and (12.79) respectively. By looking at those 2 sequences,
we get that (E, V ) has a �ltration of the form

0 = (E0, V0) ⊂ (E1, V1) := (Q1,W1) ⊂ (E2, V2) ⊂ (E3, V3) = (E, V ). (12.88)

Here (E1, V1)/(E0, V0) = (Q1,W1) and (E2, V2)/(E1, V1) = (Q2,W2) by (12.78). Moreover,
by (12.79) we have that (E3, V3)/(E2, V2) ' (Q3,W3) ⊕ (Q4,W4). Since all the (Qi,Wi)'s
are αc-stable with the same αc-slope µ, then we can apply proposition 2.1.3: the �ltration
(12.88) is the αc-canonical �ltration of (E, V ) (and so (E, V ) has αc-canonical �ltration of
type (1, 1, 2)), if and only if condition (c) of that proposition is satis�ed. In our case the index
t is equal to 3, so we need to consider 2 sequences as in that proposition. It is easy to see that
those 2 sequences are exactly the second line of diagram (12.85) and (12.86). So (E, V ) has
αc-canonical �ltration of type (1, 1, 2) if and only if the following 2 conditions hold:
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(i) for all i = 2, 3, 4 and for all non-zero morphisms γi : (Qi,Wi) → (E′′, V ′′) we have
β2 ◦ γi = 0;

(ii) for all i = 1, · · · , 4 and for all non-zero morphisms γ̃i : (Qi,Wi) → (E, V ) we have
β1 ◦ γ̃i = 0.

Let us �rst consider condition (ii). Since (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4, then there
are no morphisms γ̃1 with β1 ◦ γ̃1 6= 0, so we can ignore that possibility in (ii). Now let us
suppose that there is a non-zero morphism γ̃i for some i = 2, 3, 4. Then we have to consider
2 cases. If δ ◦ γ̃i = 0; then this induces a non-zero morphism γ̃′i : (Qi,Wi) → (E2, V2) such
that ε ◦ γ̃′i = γ̃i. Since (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4, then this implies that (Qi,Wi) is
isomorphic to (Q2,W2) and that γ̃′i gives a splitting of (12.78), so µ = 0. If δ ◦ γ̃i 6= 0, then
we write γi := β1 ◦ γ̃i; by diagram (12.85), we get that

β2 ◦ γi = β2 ◦ β1 ◦ γ̃i = δ ◦ γ̃i 6= 0.

So if condition (ii) is not satis�ed, then either µ = 0 or condition (i) is not satis�ed.

Now let us consider condition (i): if there is any morphism γ2 : (Q2,W2)→ (E′′, V ′′) such
that β2 ◦ γ2 6= 0, then we have a non-zero morphism from (Q2,W2) to (Q3,W3) ⊕ (Q4,W4);
therefore (Q2,W2) ' (Qi,Wi) for some i = 3, 4. Therefore the morphism γ2 is of the form γi
for some i = 3, 4. So until now we have proved that if (12.88) is the αc-canonical �ltration of
(E, V ), then (b) holds.

Conversely, if µ = 0, then the αc-canonical �ltration of (E, V ) cannot be of type (1, 1, 2)

because (E, V ) contains (E2, V2) ' (Q1,W1) ⊕ (Q2,W2). If there exists any morphism γi :

(Qi,Wi)→ (E′′, V ′′) such that β2◦γi 6= 0 for some i = 3, 4, then (E′′, V ′′) contains (Q2,W2)⊕
(Qi,Wi), so the αc-canonical �ltration of (E, V ) cannot be of type (1,1,2). Hence we have
proved that if (b) does not hold, neither do (a), so we conclude.

Lemma 12.3.2. Let us �x any pair of exact sequences as (12.78) and (12.79), let us denote

by µ and ν = (ν3, ν4) their classes and let us suppose that

(Q1,W1) 6' (Qi,Wi) ∀ i ∈ {2, 3, 4}.

Moreover, let us suppose that (E, V ) has αc-canonical �ltration of type (1, 1, 2) and let

us assume conditions (12.80), respectively (12.82). Then (E, V ) belongs to G+(αc;n, d, k),

respectively to G−(αc;n, d, k).

Proof. Let us assume conditions (12.80); the other case is analogous. If there exists a proper
subobject (E′, V ′) that destabilizes (E, V ) for α+

c , then we must have that (E′, V ′) is αc-
semistable with the same αc-slope as (E, V ). Since (E, V ) has αc-canonical �ltration of type
(1,1,2), then (E′, V ′) contains (Q1,W1). Since k1

n1
< k

n , then any (E′, V ′) that is αc-stable does
not destabilize (E, V ) for α+

c . So we need only to prove that if the rank of any αc-Jordan-
Hölder �ltration of (E′, V ′) is equal to 2 or 3, then (E′, V ′) does not destabilize (E, V ) for α+

c .
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Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 2. If (E′, V ′) is an
extension of (Q2,W2) by (Q1,W1), then this subobject does not destabilize (E, V ) because
of the second part of conditions (12.80). So let us suppose that we have a (non-split) exact
sequence

0→ (Q1,W1)
α−→ (E′, V ′)

β−→ (Qi,Wi)→ 0 (12.89)

for some i = 3, 4. Let us denote by γ the inclusion of (E′, V ′) in (E, V ) and let us con-
sider the exact sequence (12.86). Since (Q1,W1) 6' (Qj ,Wj) for j = 2, 3, 4, then we have
β1 ◦ γ ◦ α = 0. Moreover, β1 ◦ γ 6= 0, otherwise we have an induced injective morphism
γ′ : (E′, V ′) → (Q1,W1) such that γ = α1 ◦ γ′, but this is impossible because (E′, V ′) is
strictly αc-semistable, while (Q1,W1) is αc-stable. Then by exactness of (12.89) we have an
induced morphism γi : (Qi,Wi) → (E′′, V ′′) such that γi ◦ β = β1 ◦ γ 6= 0; in particular,
γi 6= 0. Since we are assuming that (E, V ) has αc-canonical �ltration of type (1,1,2), then we
can use condition (b) of the previous lemma, so β2 ◦ γi = 0. By exactness of the second line
of (12.85), γi induces a non-zero morphism γ′i : (Qi,Wi) → (Q2,W2) such that γi = α2 ◦ γ′i.
Since both (Q2,W2) and (Qi,Wi) are αc-stable with the same αc-slope, then this proves that
(Qi,Wi) ' (Q2,W2). So (E′, V ′) is an extension of (Q2,W2) by (Q1,W1), so it does not
destabilize (E, V ) for α+

c .

Length of any αc-Jordan-Hölder �ltration of (E′, V ′) equal to 3. In this case,
let us denote by (Ẽ, Ṽ ) the quotient (E, V )/(E′, V ′), which is an αc-stable coherent system.
Since (Q1,W1) ⊂ (E′, V ′) and since (Q1,W1) 6' (Qi,Wi) for i = 2, 3, 4, then (Ẽ, Ṽ ) can
only be equal to (Qi,Wi) for some i = 2, 3, 4. If i = 3, 4, then (E′, V ′) does not destabilize
(E, V ) because of the last condition of (12.80), so we need to consider only the case when
we have a quotient ζ2 : (E, V ) � (Ẽ, Ṽ ) = (Q2,W2). If we use (12.86) together with the
fact that (Q1,W1) 6' (Q2,W2), we get that ζ2 ◦ α1 = 0, so we have an induced morphism
ζ ′2 : (E′′, V ′′) � (Q2,W2) such that ζ2 = ζ ′2◦β1. Now let us consider the second line of (12.85):
if ζ ′2◦α2 = 0, then we get an induced morphism ζ ′′2 : (Q3,W3)⊕(Q4,W4) � (Q2,W2) such that
ζ ′2 = ζ ′′2 ◦β2. In particular, ζ ′′2 6= 0, so we get that necessarily (Q2,W2) is isomorphic to (Qi,Wi)

for some i = 3, 4. Then we have (Ẽ, Ṽ ) ' (Qi,Wi) for some i = 3, 4, so (E′, V ′) does not
destabilize (E, V ) for α+

c . If ζ
′
2 ◦ α2 6= 0, then it belongs to Aut(Q2,W2) = C∗, so the second

line of (12.85) is split. Therefore, there exists a morphism θ : (Q3,W3)⊕ (Q4,W4)→ (E′′, V ′′)

such that β2 ◦ θ = id. Let us consider the composition:

γ3 : (Q3,W3) ↪→ (Q3,W3)⊕ (Q4,W4)
θ−→ (E′′, V ′′).

Then β2 ◦ γ3 6= 0, so condition (b) of the previous lemma is not satis�ed, so we get a
contradiction. So if (E, V ) has αc-canonical �ltration of type (1,1,2), then ζ ′2 ◦ α2 is always
zero.

So we have proved that there are no proper subobjects of (E, V ) that destabilize it for
α+
c .
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Remark 12.3.1. The previous proof shows also that the only αc-semistable proper subobjects
of (E, V ) with the same αc-slope are those listed at the beginning of this section.

Lemma 12.3.3. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with conditions (12.80),

respectively (12.82), and such that:

(Q1,W1) 6' (Q2,W2), (Q3,W3) 6' (Q4,W4)

(because of the numerical conditions assumed, we have automatically that (Q1,W1) 6' (Qi,Wi)

for i = 3, 4). Let us denote by µ any class of an extension of the form

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0. (12.90)

Having �xed [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))), let us consider the morphisms

Ext1((Qi,Wi), (Q1,W1))
σi−→ Ext1((Qi,Wi), (E2, V2)) for i = 3, 4

induced by the morphism σ, so that the morphism σ of (12.84) coincides with the pair (σ3, σ4).

Moreover, let us write M([µ]) for the set(
Ext1((Q3,W3), (E2, V2)) r Im σ3

)
⊕
(
Ext1((Q4,W4), (E2, V2)) r Im σ4

)
.

Such a set has a natural action of C∗ ×C∗ on it, given by multiplication by scalars on the

2 components. Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (1, 1, 2) and graded

⊕4
i=1(Qi,Wi) is given by a �bration over P(Ext1((Q2,W2), (Q1,W1))). The �ber over any

point [µ] with µ represented by (12.90) is given by M([µ]) := M([µ])/(C∗ × C∗). In addition,

if we write:

b := dim Ext1((Q4,W4), (E2, V2)), c := dim Ext1((Q4,W4), (Q1,W1)),

d := dim Ext1((Q3,W3), (E2, V2)), e := dim Ext1((Q3,W3), (Q1,W1)),

then for every [µ] we have the following description.

� If no (Qi,Wi)'s are isomorphic for i = 2, 3, 4, then

M([µ]) ' (Pd−1 r Pe−1)× (Pb−1 r Pc−1).

� If (Q2,W2) ' (Q3,W3) 6' (Q4,W4), then

M([µ]) ' (Pd−1 r Pe−2)× (Pb−1 r Pc−1).

� If (Q2,W2) ' (Q4,W4) 6' (Q3,W3), then

M([µ]) ' (Pd−1 r Pe−1)× (Pb−1 r Pc−2).
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Proof. To any (E, V ) that we want to parametrize we can associate a triple (µ, ν3, ν4) = (µ, ν),
where µ and ν have representatives (12.78), respectively (12.79), and ν3, ν4 are as in diagram
(12.87). Then by lemmas 12.3.1 and 12.3.2, the following facts are equivalent

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (1, 1, 2);

(b) for all i = 3, 4 and for all morphisms γi : (Qi,Wi) → (E′′, V ′′) we have that β2 ◦ γi = 0;
moreover µ 6= 0.

In order to give equivalent conditions to (b), let us consider the 2 long exact sequences
obtained by applying the functors Hom((Qi,Wi),−) to (12.90) for i = 3, 4:

· · · −→ Hom((Qi,Wi), (E2, V2)) −→ Hom((Qi,Wi), (Q2,W2)) −→

−→ Ext1((Qi,Wi), (Q1,W1))
σi−→ Ext1((Qi,Wi), (E2, V2))

κi−→

κi−→ Ext1((Qi,Wi), (Q2,W2)) −→ · · · (12.91)

The morphisms σ and κ of (12.84) coincide with (σ3, σ4), respectively with (κ3, κ4). Now
let us consider the second line of (12.85):

0→ (Q2,W2)
α2−→ (E′′, V ′′)

β2−→ (Q3,W3)⊕ (Q4,W4)→ 0.

This is a representative for κ(ν) = (κ3(ν), κ4(ν)). Since (Q3,W3) 6' (Q4,W4), then by
lemma 3.3.2 we have that the following facts are equivalent:

(i) for all i = 3, 4 and for all morphisms γi : (Qi,Wi)→ (E′′, V ′′) we have that β2 ◦ γi = 0;

(ii) κ3(ν3) 6= 0 and κ4(ν4) 6= 0.

By exactness of the previous 2 long exact sequences, (ii) is equivalent to

(iii) ν3 /∈ Im σ3 and ν4 /∈ Im σ4.

By substituting in (b), we get that (a) is equivalent to

(c) µ 6= 0, ν3 /∈ Im σ3 and ν4 /∈ Im σ4.

So until now we have proved that the objects (E, V )'s that we need to parametrize are those
induced by triples (µ, ν3, ν4) that satisfy conditions (c). Now let us consider the exact sequence
(12.79): the objects of the form (E2, V2) are parametrized by P(Ext1((Q2,W2), (Q1,W1))).
Moreover, since (Q1,W1) 6' (Q2,W2), we have that Aut(E2, V2) = C∗. In addition, since
(Q3,W3) 6' (Q4,W4), we have that Aut((Q3,W3)⊕ (Q4,W4)) = C∗ × C∗.

Therefore, having �xed [µ] in P(Ext1((Q2,W2), (Q1,W1))), there is a natural action of
C∗ × C∗ on the set of all (ν3, ν4)'s as before, i.e. on the set M([µ]) de�ned as
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(
Ext1((Q3,W3), (E2, V2)) r Im σ3

)
⊕
(
Ext1((Q4,W4), (E2, V2)) r Im σ4

)
.

So having �xed [µ] as before, the set of all the (E, V )'s that we want to parametrize is in
bijection with M([µ])/(C∗ × C∗).

Now let us �x any i = 3, 4 and let us consider the long exact sequence (12.91). Let us
suppose that there is

0 6= γ ∈ Hom((Qi,Wi), (E2, V2));

since (Q1,W1) 6' (Qi,Wi), then necessarily we have that (Qi,Wi) ' (Q2,W2) and that µ = 0,
but this is impossible by construction. Therefore,

Hom((Qi,Wi), (E2, V2)) = 0 ∀ i = 3, 4.

If (Q2,W2) 6' (Q3,W3), then σ3 is injective, so dim(Im σ3) = e; if (Q2,W2) ' (Q3,W3),
then dim(Im σ3) = e − 1. Analogously, if (Q2,W2) 6' (Q4,W4), then dim(Im σ4) = c; in the
opposite case dim(Im σ4) = c− 1; so we conclude.

Lemma 12.3.4. Let us �x any quadruple (Qi,Wi)i=1,··· ,4 ∈
∏4
i=1Gi with numerical conditions

(12.80), respectively (12.82), and such that:

(Q1,W1) 6' (Q2,W2) (Q3,W3) ' (Q4,W4).

Let us denote by µ any class of a non-split extension of the form

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0. (12.92)

Having �xed [µ] ∈ P(Ext1((Q2,W2), (Q1,W1))), let us consider the morphisms σ3 and σ4

induced by σ as in the previous lemma; since (Q3,W3) ' (Q4,W4), we can identify those

2 morphisms. Then we have that the set of all the (E, V )'s that belong to G+(αc;n, d, k),

respectively to G−(αc;n, d, k), that have αc-canonical �ltration of type (1,1,2) and graded

⊕4
i=1(Qi,Wi) is given by a �bration over P(Ext1((Q2,W2), (Q1,W1))). The �ber over any

point [µ] with µ represented by (12.92) is given by a �bration M([µ]) over Grass(2, H ′′[µ])

with �bers isomorphic to H ′([µ])×H ′([µ]), where:

H ′([µ]) := Im σ3 ⊂ Ext1((Q3,W3), (E2, V2)) =: H([µ])

and H ′′([µ]) is any vector space such that

H ′([µ])⊕H ′′([µ]) = H([µ]).

If we write

b := dim Ext1((Q3,W3), (E2, V2)), c := dim Ext1((Q3,W3), (Q1,W1)),

then we have that:
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(i) if (Q2,W2) 6' (Q3,W3), then M([µ]) is a �bration over a grassmannian Grass(2, b− c)
with �bers isomorphic to C2c;

(ii) if (Q2,W2) ' (Q3,W3), thenM([µ]) is a �bration over a grassmannian Grass(2, b−c+1)

with �bers isomorphic to C2c−2.

Proof. Using lemmas 12.3.1 and 12.3.2, the following facts are equivalent

(a) (E, V ) belongs to G+(αc;n, d, k), respectively to G−(αc;n, d, k), and it has αc-canonical
�ltration of type (1, 1, 2);

(b) for all morphisms γ3 : (Q3,W3)→ (E′′, V ′′) we have that that β2◦γ3 = 0; moreover µ 6= 0.

In order to give a better description of conditions (b), let us consider the exact sequence
(12.91) for i = 3 and the following diagram for i = 3, 4. Here εi for i = 3, 4 is the embedding
of (Q3,W3) in the �rst, respectively the second, component of (Q3,W3)⊕2 ; the diagram is
commutative by naturality of the functors Ext1(−,−)'s.

Ext1((Q3,W3)⊕2 , (E2, V2)) Ext1((Q3,W3), (E2, V2))

y

Ext1((Q3,W3)⊕2 , (Q2,W2)) Ext1((Q3,W3), (Q2,W2)).
ε′i

κ κi

εi

Then by (12.87) we have that

κ3(νi) = κ3(εi(ν)) = ε′i(κ(ν)).

We recall that the second line of (12.85) is a representative for κ(ν), so for i = 3, 4 we have
a commutative diagram with exact lines of the form:

0 (Q2,W2) (E′′i , V
′′
i ) (Q3,W3) 0 κ3(νi).

y y

0 (Q2,W2) (E′′, V ′′) (Q3,W3)⊕2 0 κ(ν)

εi

βi2

α2

αi2

ε′i

β2

ξi

(12.93)

The �rst line is a representative of

κ(ν) = (κ3(ν3), κ4(ν4)) = (κ3(ν3), κ3(ν4))

and we are imposing that for all morphisms γ3 : (Q3,W3)→ (E′′, V ′′) we have that β2◦γ3 = 0.
By lemma 3.3.2, we get that this is equivalent to imposing that κ3(ν3) and κ3(ν4) are linearly
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independent in Ext1((Q3,W3), (Q2,W2)). This is equivalent to saying that there are no pairs
of scalars (λ3, λ4) ∈ C2 r {0} such that

λ3 · κ3(ν3) + λ4 · κ3(ν4) = 0.

By linearity of κ3 and by exactness of (12.91), this is equivalent to saying that:

∀ (λ3, λ4) ∈ C2 r {0} we have λ3 · ν3 + λ4 · ν4 /∈ Im σ3 =: H ′([µ]). (12.94)

Now if we look at the sequence (12.79), we get that Aut((Q3,W3)⊕2) = GL(2,C) and
Aut(E2, V2) = C∗, so there is a natural action of GL(2,C) on the set M([µ]) of all the pairs
(ν3, ν4) that satisfy (12.94). The set M([µ]) is contained in the set N([µ]) of all the pairs
(ν3, ν4) that are linearly independent in H([µ]). There is a natural action of GL(2,C) also
on N([µ]) and the quotient by such an action is N([µ]) = Grass(2, H([µ])). It is easy to
see that M([µ]) is an open invariant subset, so this gives a scheme structure to its quotient
M([µ]) ⊂ N([µ])).

Let us denote by H ′′([µ]) any complement of H ′([µ]) in H([µ]) (it is not unique, but this
gives no problems in the following lines); then we can write h′ = (h′, 0) for every h′ ∈ H ′([µ])

and

νi = (ν ′i, ν
′′
i ) for i = 3, 4.

Now let us denote by q the quotient H([µ]) � H([µ])/H ′([µ]) ' H ′′([µ]); if we �x any
point < ν3, ν4 > in M([µ]), then by de�nition of M([µ]) we have that q(ν3) and q(ν4) are
linearly independent in H ′′(ν), so it makes sense to consider the 2-plane < q(ν3), q(ν4) > in
Grass(2, H ′′([µ])). One can prove easily that the induced morphism

M([µ]) −→ Grass(2, H ′′([µ]))

is well de�ned and surjective.

Now let us �x any object < ν ′′3 , ν
′′
4 > in Grass(2, H ′′([µ])). Then for all pairs (ν ′3, ν

′
4) in

H ′([µ])×H ′([µ]), the vectors ν3 := (ν ′3, ν
′′
3 ) and ν4 := (ν ′4, ν

′′
4 ) in H(µ) = H ′(µ)⊕H ′′(µ) are

linearly independent, so the point < ν3, ν4 > sits in the preimage of < ν ′′3 , ν
′′
4 > in M([µ]).

Moreover, a direct check proves that having �xed < ν ′′3 , ν
′′
4 >, any 2 di�erent pairs (ν ′3, ν

′
4) and

(ν̃ ′3, ν̃
′
4) in H ′([µ])×H ′([µ]) give rise to di�erent points of M([µ]) in the �ber over < ν ′′3 , ν

′′
4 >.

Therefore the �brationM([µ])→ Grass(2, H ′′([µ])) has �bers isomorphic to H ′([µ])×H ′([µ]).

The dimension of H ′([µ]), and therefore of H ′′([µ]) is computed as in the previous lemma,
so we omit the details.

Now we give a global parametrization of the objects described before, i.e. we describe
families of schemes that parametrize various types of (E, V )'s when the graded ⊕4

i=1(Qi,Wi)

varies over
∏4
i=1Gi and the αc-canonical �ltration is of type (1,1,2). Since the αc-canonical
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�ltration is of type (2,1,1), then the order of (Q3,W3) and of (Q4,W4) is not important. As
we said in remark 12.0.2, we will state only the global results for the case when (n2, k2) =

(n3, k3) = (n4, k4); the cases when this condition does not hold are actually simpler to manage
and they are not needed for computing the Hodge-Deligne polynomials of the moduli spaces
G(α; 4, d, 1).

Let us denote by ⊕4
i=1(Qi,Wi) a �xed graded with conditions (12.80), respectively (12.82).

If (n1, k1) = (n2, k2) = (n3, k3) imposing (12.80), respectively (12.82), is equivalent to impos-
ing that:

k2

n2
>
k

n
, (12.95)

respectively that

k2

n2
<
k

n
. (12.96)

If (Q3,W3) 6' (Q4,W4), then by lemma 12.3.3 the corresponding (E, V )'s are parametrized
by triples ([µ], [ν3], [ν4]) with

[µ] ∈ P(Ext1((Q2,W2), (Q1,W1))),

representative (12.90) for µ and

([ν3], [ν4]) ∈M([µ]) ⊂
4∏
i=3

P(Ext1((Qi,Wi), (E2, V2))).

We are considering the case when the (Qi,Wi)'s are all of the same type for i = 2, 3, 4.
Therefore we need to take into account the possible isomorphisms between them. So, having
�xed [µ], we need to consider separately the following cases.

(1) If (Q2,W2) ' (Q3,W3) 6' (Q4,W4), then the roles of (Q3,W3) and of (Q4,W4) are not
interchangeable, so we need to consider ordered pairs ([ν3], [ν4]).

(2) If (Qi,Wi) 6' (Qj ,Wj) for all i 6= j ∈ {2, 3, 4}, then the roles of (Q3,W3) and of (Q4,W4)

are interchangeable, so we need to consider unordered pairs ([ν3], [ν4]).

Note that since the order of (Q3,W3) and (Q4,W4) is not important, we don't need to
consider also the case (Q2,W2) ' (Q4,W4) 6' (Q3,W3).

If (Q3,W3) ' (Q4,W4), then by lemma 12.3.4 the corresponding (E, V )'s are parametrized
by pairs ([µ], < ν3, ν4 >) with

[µ] ∈ P(Ext1((Q2,W2), (Q1,W1))),

representative (12.92) for µ and
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< ν3, ν4 >∈M([µ]) ⊂ Grass(2,Ext1((Q3,W3), (E2, V2))).

So, having �xed [µ], we need to consider separately the following cases.

(3) If (Q2,W2) 6' (Q3,W3) ' (Q4,W4), then the corresponding (E, V )'s are parametrized by
a �bration described as in lemma 12.3.4 (i).

(4) If (Q2,W2) ' (Q3,W3) ' (Q4,W4), then the corresponding (E, V )'s are parametrized by
a �bration described as in lemma 12.3.4 (ii).

These 4 cases are taken into account by propositions 7.7.1, 7.7.2, 7.7.3 and 7.7.4 respec-
tively.

The proof of proposition 7.7.1 is the dual of the construction of the scheme R̂1
a,b,c,d;i,j in

proposition 7.5.1 by using lemma 12.3.3 instead of lemma 12.1.5, so we omit all the details.
We only remark that if we use lemma 12.3.3 with the condition that (Q2,W2) ' (Q3,W3),
then we get that

e = dim Ext1((Q3,W3), (Q1,W1)) = dim Ext1((Q2,W2), (Q1,W1)) = a,

so we only need the indices a, b, c, d and not the index e of that lemma.

The proof of proposition 7.7.2 is on the same line of the construction of the schemes of the
form R1

a,b,c,d,e;i,j for (b, c) < (d, e) and of the schemes of the form R1
a,b,c,b,c;i,j/Z2 in proposition

7.5.2. The only signi�cant di�erence is that we use lemma 12.3.3 instead of lemma 12.1.5; so
we omit the details.

Proof of proposition 7.7.3. The construction of these spaces follows the lines of the proof of
proposition 7.7.1 in order to get a family of �brations {ϕ̂a;i : R̂a;i → Ûa;i}i and for every i a
universal family of non-split extensions parametrized by R̂a;i:

0→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)⊗R̂a;i OR̂a;i(1)

σa;i−→
σa;i−→ (Ê2;a;i, V̂2;a;i)

κa;i−→ (ϕ̂′a;i, ϕ̂a;i)
∗(p̂′2, p̂2)∗(Q̂2, Ŵ2)→ 0, (12.97)

where p̂1 and p̂2 are the projections from Ûa;i ⊂ Ĝ1 × Ĝ2 to its factors. Now let us �x any
index i, let us consider the projections

p̂3 : R̂a;i × Ĝ3 −→ Ĝ3, p̂12 : R̂a;i × Ĝ3 −→ R̂a;i

and let us de�ne the following scheme

Ûa,b,c;i := {t ∈ R̂a;i × Ĝ3 s.t. dim Ext1((p̂′3, p̂3)∗(Q̂3, Ŵ3)t, (p̂
′
12, p̂12)∗(Ê2;a;i, V̂2;a;i)t) = b,

dim Ext1((p̂′3, p̂3)∗(Q̂3, Ŵ3)t, (p̂
′
12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)

∗(p̂′1, p̂1)∗(Q̂1, Ŵ1)t) = c,
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Hom((p̂′12, p̂12)∗(ϕ̂′a;i, ϕ̂a;i)
∗(p̂′2, p̂2)∗(Q̂2, Ŵ2)t, (p̂

′
3, p̂3)∗(Q̂3, Ŵ3)t) = 0}.

By proposition 1.0.5, this is a locally closed subscheme of R̂a;i×Ĝ3. Moreover, by applying
lemma 4.6.1, we get that Ûa,b,c;i has a �nite disjoint locally closed covering {Ûa,b,c;i,j}j such
that for all j the sheaf

Êa,b,c;i,j := Ext1πÛa,b,c;i,j

(
(p̂′3, p̂3)∗(Q̂3, Ŵ3), (p̂′12, p̂12)∗(Ê2;a;i, Ê2;a;i)

)
is locally free on Ûa,b,c;i,j and commutes with base change. By construction of Ûa,b,c;i,j and of
Ûa;i, for every point t of Ûa,b,c;i,j we have that:

Hom
(

(p̂′3, p̂3)∗(Q̂3, Ŵ3)t, (p̂
′
12, p̂12)∗(Ê2;a;i, V̂2;a;i)t

)
= 0

Therefore, by proposition 4.5.1 and corollary 4.5.6 there exists a grassmannian �bration

θ̂2;a,b,c;i,j : Q̂a,b,c;i,j := Grass(2, Ê∨a,b,c;i,j) −→ Ûa,b,c;i,j

and a universal extension (in the sense of corollary 4.5.4) parametrized by Q̂a,b,c;i,j

0→ (θ̂′2;a,b,c;i,j , θ̂2;a,b,c;i,j)
∗(p̂′12, p̂12)∗(Ê2;a;i, V̂2;a;i)→ (Êa,b,c;i,j , V̂a,b,c;i,j)→

→ (θ̂′2;a,b,c,;i,j , θ̂2;a,b,c;i,j)
∗(p̂′3, p̂3)∗(Q̂3, Ŵ3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j → 0, (12.98)

whereM2;a,b,c;i,j is a locally free sheaf of rank 2 on Q̂a,b,c;i,j . For simplicity, we rewrite such
an exact sequence as

0→ (E2;a,i,V2;a,i)→ (Êa,b,c;i,j , V̂a,b,c;i,j)→ (Q3,W3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j → 0. (12.99)

Moreover, we consider the morphism

Q̂a,b,c;i,j
θ̂2;a,b,c;i,j−→ Ûa,b,c;i,j ↪→ R̂a;i × Ĝ3 � R̂a;i

and we denote by

0→ (Q1,W1)
σ̃a;i−→ (E2;a,i,V2;a,i)

κ̃a;i−→ (Q2,W2)→ 0.

the pullback of (12.97) via that morphism. Now let us consider the functor

κa;i : Ext1
(

(Q3,W3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j , (E2;a,i,V2;a,i)
)
−→

−→ Ext1
(

(Q3,W3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j , (Q2,W2)
)

induced by κ̃a;i. Then it makes sense to apply κa;i to the extension represented by (12.99).
So we get a commutative diagram with exact lines as follows:
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0 (E2;a,i,V2;a,i) (Êa,b,c;i,j , V̂a,b,c;i,j) (Q3,W3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j 0

y y

0 (Q2,W2) (Ê ′′a,b,c;i,j , V̂ ′′a,b,c;i,j) (Q3,W3)⊗Q̂a,b,c;i,jM2;a,b,c;i,j 0.
α

κ̃a;i

β

Now let us �x any point t of Q̂a,b,c;i,j and let us denote by

0→ (Q2,W2)
αt−→ (E′′, V ′′)

βt−→ (Q3,W3)⊕2 → 0 (12.100)

the restriction of the second line of such a diagram to t. Let us denote by (ν ′3,t, ν
′
4,t) the

class of (12.100). Then by lemma 3.3.2 we have that ν ′3,t and ν
′
4,t are linearly independent in

Ext1((Q3,W3), (Q2,W2)) if and only if for all morphisms

γ3,t : (Q3,W3) := (Q3,W3)t −→ (Ê ′′a,b,c;i,j , V̂ ′′a,b,c;i,j)t =: (E′′, V ′′)

we have that βt ◦ γ3,t = 0. By construction of Q̂a,b,c;i,j we have that (Q2,W2) 6' (Q3,W3).
Therefore, given any γ3,t as before, by exactness of (12.100) we have that βt ◦ γ3,t is non-zero
if and only if γ3,t is non-zero. Therefore, ν ′3,t and ν

′
4,t are linearly independent if and only if

Hom((Q3,W3), (E′′, V ′′)) = 0.

So the set of all the points t of Q̂a,b,c;i,j such that ν ′3,t and ν ′4,t are linearly independent
coincides with the set

R̂a,b,c;i,j := {t ∈ Q̂a,b,c;i,j s.t. Hom((Q3,W3)t, (Ê ′′a,b,c;i,j , V̂ ′′a,b,c;i,j)t) = 0}.

By lemma 1.0.4, this is a locally closed subscheme of Q̂a,b,c;i,j . We denote by

ϕ̂a,b,c;i,j : R̂a,b,c;i,j −→ Ûa,b,c;i,j

the restriction of θ̂2;a,b,c;i,j to R̂a,b,c;i,j . Then the proof of lemma 12.3.4 shows that the �ber
of ϕ̂a,b,c;i,j over any point of Ûa,b,c;i,j is isomorphic to C2c × Grass(2, b − c). Now let us �x
any point r of R̂a,b,c;i,j and let us denote by r′ its image in R̂a;i via p̂12 ◦ ϕ̂a,b,c;i,j . Then let us
consider the restriction of (12.97) to r′ and of (12.99) to r:

0→ (Q1,W1)
σ−→ (E2, V2)

κ−→ (Q2,W2)→ 0,

0→ (E2, V2)
ε→ (E, V )

δ→ (Q3,W3)⊕2 → 0.

Let us denote by µr and νr = (ν3,r, ν4,r) the corresponding classes. By construction of
R̂a;i we have that µr 6= 0. By construction of Q̂a,b,c;i,j we have that ν3,r and ν4,r are linearly
independent. In addition, by construction of R̂a,b,c;i,j we have that ν ′3,r and ν

′
4,r are linearly
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independent.

So if we assume conditions (12.80), by the proof of lemma 12.3.4 we conclude that (E, V )

is an object of G+(αc;n, d, k). Now by using the family (Êa,b,c;i,j , V̂a,b,c;i,j) restricted from
Q̂a,b,c;i,j to R̂a,b,c;i,j , we get an induced morphism:

ω̂a,b,c;i,j : R̂a,b,c;i,j −→ G+(αc;n, d, k).

Then we conclude as usual.

Proof of proposition 7.7.4. The proof is on the same line of the proof of the previous propo-
sition, with c omitted or replaced by a whenever it is necessary, so we skip the details. The
only signi�cant di�erence is in the de�nition of R̂a,b;i,j . Also in this case we need to describe
necessary and su�cient conditions such that the sequence (12.100) is a representative of a pair
of linearly independent vectors. In this case such a sequence has the form

0→ (Q3,W3)
αt−→ (E′′, V ′′)

βt−→ (Q3,W3)⊕2 → 0, (12.101)

so dim Hom((Q3,W3), (E′′, V ′′)) ≥ 1. Actually, by exactness of (12.101) we have that the
following facts are equivalent

� for all morphisms γ3,t : (Q3,W3)→ (E′′, V ′′) we have βt ◦ γ3,t = 0;

� dim Hom((Q3,W3), (E′′, V ′′)) = 1.

Therefore in this case the correct de�nition for the scheme R̂a,b;i,j is the following:

R̂a,b;i,j := {t ∈ Q̂a,b;i,j s.t. dim Hom((Q3,W3)t, (Ê ′′a,b,c;i,j , V̂ ′′a,b,c;i,j)t) = 1}.

The rest of the proof is essentially unchanged, so we omit the details.





Chapter 13

Case n=2, k=1

In this and in the next chapters we compute the Hodge-Deligne polynomials of some mod-
uli spaces of coherent systems.

In particular, in this chapter we consider the case when (n, d, k) = (2, d, 1). By [BGMN,
�2 and proposition 4.2] the non-zero virtual critical values for such a triple are all in the set

{
nd′ − n′d
n′k − nk′

s.t. 0 ≤ k′ ≤ k, 0 < n′ < n, n′k 6= nk′, d′ ∈ Z
}
∩
]
0,

d

n− k

[
.

In our case, this gives {
2d′ − d
1− 2k′

s.t. k′ = 0, 1, d′ ∈ Z
}
∩ ]0, d[,

that is {
2d′ − d, d

2
< d′ < d

}
∪
{
d− 2d′, 0 < d′ <

d

2

}
where the �rst set corresponds to destabilizing subsystems of the form (1, d′, 0) and the second
one corresponds to destabilizing subsystems of the form (1, d′, 1). Actually, the 2 sets coincide
both with the set {

α(j) := d− 2j, 0 < j <
d

2

}
.

Since we will also be interested in the moduli space GL(2, d, 1) = G(d− ε; 2, d, 1), we will
also consider α(0) = d as a critical value, so that G(d− ε; 2, d, 1) = G(α(0)−; 2, d, 1). In other
words, we are considering all the values:

0 < α

(⌊
d− 1

2

⌋)
< α

(⌊
d− 1

2

⌋
− 1

)
< · · · < α(1) < α(0) = d.

All these values will be actual critical values, as we will see below (anyway, even if some
α(j) is not an actual critical value, we can consider it as a critical value, such that when we

267
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cross it we neither add nor remove anything from our moduli space).

13.1 The moduli spaces G+(α(j); 2, d, 1)

Let α(j) be any critical value for 0 ≤ j < d/2 and let us suppose that (E, V ) belongs
to G+(α(j); 2, d, 1). Then by lemma 1.0.6, we get that (E, V ) appears in a non-split exact
sequence:

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (13.1)

where:

(a) (Q1,W1) and (Q2,W2) are both α(j)+-stable with k1
n1
< k

n = 1
2 <

k2
n2
;

(b) (Q1,W1) and (Q2,W2) are both α(j)-semistable with the same α(j)-slope as (E, V ).

Conversely, every such (E, V ) is actually a point of G+(α(j); 2, d, 1). Indeed it is α(j)-
semistable by (b) and proposition 1.0.1 and it is α(j)-stable because its only proper coherent
subsystem is (Q1,W1), which does not destabilize (E, V ) for α(j)+ and destabilizes it for
α(j)− because of conditions (a) and (b). Moreover, every such (E, V ) is completely deter-
mined by the class of the non-split extension (13.1), up to multiplication by invertible scalars.

Condition (a) implies that n1 = n2 = 1 and that k1 = 0, so k2 = 1; condition (b) implies
that d1 = (d+α(j))/2 = d− j. By the conditions on j, this proves that d1 = d− j and d2 = j

are both non-negative integers. Now

(Q1,W1) ∈ G(1, d− j, 0) = Jd−jC =: G1, (Q2,W2) ∈ G(1, j, 1) =: G2. (13.2)

For every pair of objects (Q1,W1), (Q2,W2) in those 2 spaces, using proposition 1.0.7 we
have that

dim Ext1((Q2,W2), (Q1,W1)) = C21 + dim H0
21 + dim H2

21.

Now both (Q1,W1) and (Q2,W2) are α(j)+-stable and µα(j)+(Q2,W2) > µα(j)+(Q1,W1)

(as a consequence of properties (a) and (b)). Therefore by lemma 1.0.4, H0
21 = 0. Moreover,

by [BGMN, lemma 3.3], we have that also H2
21 = 0. Therefore

dim Ext1((Q2,W2), (Q1,W1)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= (g − 1)− (d− j) + j + (d− j)− (g − 1) = j.

Now the moduli spacesG1 andG2 are both smooth and irreducible, therefore alsoG1×G2 is
so. On both Gi's there are universal families of coherent systems (Qi,Wi) of coherent systems
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(because of [BGMMN, proposition A.8]), so we can apply proposition 5.0.5 for r = 2 and we
get that there is a projective bundle

ϕj : Rj −→ G1 ×G2

with �bers isomorphic to Pj−1 and an injective morphism toG(α(j)+; 2, d, 1), such that the im-
age coincides withG+(α(j); 2, d, 1). Therefore, the Hodge-Deligne polynomial ofG+(α(j); 2, d, 1)

is given by

pj := HD
(
G+(d− 2j; 2, d, 1)

)
=

= HD(Jd−jC)HD(G(1, j, 1))HD(Pj−1) =

= (1 + u)g(1 + v)g
1− (uv)j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
. (13.3)

Note that when j = 0, we get that a term of the form HD(P−1) = HD(∅) = 0, so p0 = 0,
as it should be; indeed in this case we know a priori that G+(d; 2, d, 1) = G(d+ ε; 2, d, 1) = ∅
since G(α; 2, d, 1) is non-empty only if α ∈ ]0, d[.

13.2 The moduli spaces G−(α(j); 2, d, 1)

Let us turn to G−(α(j); 2, d, 1). By applying again proposition 1.0.7 we get that every
(E, V ) ∈ G−(α(j); 2, d, 1) appears in a non-split exact sequence (13.1) where:

(a') (Q1,W1) and (Q2,W2) are both α(j)−-stable with k1
n1
> k

n = 1
2 >

k2
n2
;

(b') (Q1,W1) and (Q2,W2) are both α(j)-semistable with the same α(j)-slope as (E, V ).

Conversely, as before it is easy to show that every such (E, V ) is actually a point of
G−(α(j); 2, d, 1); moreover any such (E, V ) is uniquely associated to a non-split exact se-
quence (13.1) with conditions (a') and (b'), up to multiplication by invertible scalars.

Condition (a') implies that n1 = n2 = 1 and that k1 = 1, so k2 = 0. Moreover, condition
(b') implies that d1 + α(j) = (d+ α(j))/2, so d1 = (d− α(j))/2 = j. By the conditions on j,
this proves that d1 = j and d2 = d− j are both positive integers. Now

(Q1,W1) ∈ G(1, j, 1) := G1, (Q2,W2) ∈ G(1, d− j, 0) = Jd−jC := G2. (13.4)

For every pair of objects (Q1,W1), (Q2,W2) in those 2 spaces, we have that µα(j)−(Q2,W2) >

µα(j)−(Q1,W1) as a consequence of properties (a') and (b'). Therefore, by lemma 1.0.4 there
are no morphisms from (E2, V2) to (E1, V1), so H0

21 = 0. Moreover, by [BGMN, equation (11)],
we have that also H2

21 = 0. Therefore
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dim Ext1((Q2,W2), (Q1,W1)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= (g − 1)− j + d− j = g + d− 1− 2j.

Now as in the previous section we get that the space G−(α(j); 2, d, 1) is given by a projec-
tive bundle over G1 ×G2 with �bers isomorphic to Pg+d−2−2j .
Therefore, the Hodge-Deligne polynomial of G−(α(j); 2, d, 1) is given by

qj := HD
(
G−(d− 2j; 2, d, 1)

)
=

= HD(Jd−jC)HD(G(1, j, 1))HD(Pg+d−2−2j) =

= (1 + u)g(1 + v)g
1− (uv)g+d−1−2j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
. (13.5)

Remark 13.2.1. This formula makes sense also when j = 0. In this case we know that
G−(d; 2, d, 1) = G(d− ε; 2, d, 1) since

G(d− ε; 2, d, 1) rG−(d; 2, d, 1) = G(d+ ε; 2, d, 1) rG+(d; 2, d, 1) = ∅.

Obviously in this case there is a shorter way to compute the Hodge-Deligne polynomial of
G(d − ε; 2, d, 1) = GL(2, d, 1) = G(α(0)−; 2, d, 1). Since (n − k, d) = (1, d), we can apply the
last part of theorem 5.4 in [BGMN] and we get that GL is a �bration over M(1, d) = JdC

with �ber the grassmannian

Grass(k, d+ (n− k)(g − 1)) = Grass(1, g + d− 1) = Pg+d−2.

Therefore,

HD(G(α(1)+; 2, d, 1) = HD(G(α(0)−; 2, d, 1) = HD(GL(2, d, 1)) =

= HD(JdC)HD(Pd+g−2) = (1 + u)g(1 + v)g
1− (uv)g+d−1

1− uv
. (13.6)

Actually a direct check proves that (13.6) coincides with (13.5) for j = 0 once one ob-
serves that the last part of (13.5) is equal to 1 since the function depending on x is actually
holomorphic around x = 0. Even if (13.6) is simpler to write, we will use anyway (13.5) also
in this case, since it will be simpler to sum all the various terms coming from crossing the
critical values. We remark also that if we evaluate the previous polynomial in u = v =: t, we
get exactly the Poincaré polynomial of [BGMMN, proposition 8.4].
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13.3 The polynomials for G(α(k)−; 2, d, 1)

Theorem 13.3.1. For every smooth projective curve C of genus g ≥ 2, for every d > 0 and

for every critical value

α(k) = d− 2k, 0 ≤ k < d

2

we have that:

HD(G(α(k)−; 2, d, 1)) = (13.7)

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[
(uv)kx−k

1− x(uv)−1
− (uv)g+d−1−2kx−k

1− x(uv)2

]
.

Remark 13.3.1. Let us compare this result with proposition 8.0.7. If we set d1 := d, d2 := 0

and d0 = d1 − k, then we get that

HD(Nσ(2, 1, d, 0)) = (1 + u)g(1 + v)gHD(G(α(k)−; 2, d, 1)).

This makes sense since we can consider every α-stable coherent system (E, V ) of type
(2, d, 1) as a σ-stable triple (E1, E2, φ) of type (2, 1, d, 0) with the additional restriction that
E2 = O = O ⊗ V , instead of E2 being any point of the Jacobian J0C, whose Hodge-Deligne
polynomial is exactly (1 + u)g(1 + v)g.

Proof. By combining (13.3) and (13.5), we have that for every α(j):

HD(G(α(j)−; 2, d, 1))−HD(G(α(j)+; 2, d, 1)) = qj − pj =

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
[(uv)j − (uv)g+d−1−2j ]. (13.8)

Now let us �x any critical value α(k) and let us use formulae (13.8) for all 0 ≤ j ≤ k. We
recall that G(α(0)+; 2, d, 1) = ∅. Therefore,

HD(G(α(k)−; 2, d, 1)) = HD(G(α(k)−; 2, d, 1))−HD(G(α(0)+; 2, d, 1)) =

=
(1 + u)g(1 + v)g

1− uv
∑

0≤j≤k
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
[(uv)j − (uv)g+d−1−2j)] =

=
(1 + u)g(1 + v)g

1− uv
∑

0≤j≤k
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[(uv
x

)j
− (uv)g+d−1

( 1

x(uv)2

)j]
=

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[(
1−

(uv
x

)k+1
)(

1− uv

x

)−1
+

−(uv)g+d−1

(
1−

(
1

x(uv)2

)k+1
)(

1− 1

x(uv)2

)−1
]

=

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[
xk+1 − (uv)k+1

xk(x− uv)
+
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−(uv)g+d−1−2k x
k+1(uv)2k+2 − 1

xk(x(uv)2 − 1)

]
=

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[
(uv)kx−k

1− x(uv)−1
− (uv)g+d−1−2kx−k

1− x(uv)2

]
.

Remark 13.3.2. Formula (13.8) evaluated in u = v =: t agrees with Thaddeus's formula in [T,
proof of formula (4.1)]. The only di�erence is an additional multiplicative term (1 + t)2g given
by the fact that in [T] the determinant of the vector bundle E of a coherent system (E, V )

is �xed, while in our case this is free to vary over JdC, whose Poincaré polynomial is exactly
(1 + t)2g.

Remark 13.3.3. Let us verify that Poincaré duality holds for the polynomial obtained in the
previous theorem. This amounts to substituting u with u−1 and v with v−1 in the previ-
ous formula and verifying that identity (8.3) holds. We recall that whenever f(x, u, v) is a
meromorphic function in x around x = 0 and u, v are indeterminate, then by considering the
expansion of f(x) in a Laurent series, we can compute

coeff
x0

f(x) = coeff
cx0

f(x)

for every non-zero constant c. In particular, since u and v are indeterminate, we can use
c = uv. So if we write

f(x, u, v) :=
(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)

[
(uv)k

1− x(uv)−1
− (uv)g+d−1−2k

1− x(uv)2

]
and g(u, v) := coeffx0 f(x, u, v), then

g(u−1, v−1) = coeff
x0

f(uvx, u−1, v−1) =

= coeff
x0

(1 + vx)g(1 + ux)g(uv)−kx−k

(1− uvx)(1− x)

[
(uv)−k

1− (uv)2x
− (uv)2k+1−g−d

1− x(uv)−1

]
=

= coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
· (uv)1+k−g−d

(uv)k

[
(uv)g+d−1−2k

1− (uv)2x
− (uv)k

1− x(uv)−1

]
=

= −(uv)1−g−dg(u, v).

So if we denote by p(u, v) := HD(G(α(k)−; 2, d, 1)), then:

p(u−1, v−1) = −(uv)−g(1 + u)g(1 + v)g

(uv)−1(uv − 1)
(uv)1−g−dg(u, v) =

= (uv)2−2g−d (1 + u)g(1 + v)g

(1− uv)
g(u, v) = (uv)−(2g+d−2)p(u, v).

Now by [BGMN, propositions 3.3 and 3.4], we get that all the moduli spaces G(α; 2, d, 1)

for α non-critical are smooth. Moreover, by [BGMN, lemma 3.5] their dimension coincides
with the expected dimension
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β(n, d, k) = n2(g − 1) + 1− k(k − d+ n(g − 1)) =

= 4g − 4 + 1− (1− d+ 2g − 2) = 2g + d− 2.

Therefore, the polynomials of all the moduli spaces G(α; 2, d, 1) for α non-critical satisfy
Poincaré duality.

By combining theorem 13.3.1 with (13.5) (with j replaced by k), we get the following
corollary, that will be useful in the computations for the cases n = 3, k = 1 and n = 4, k = 1

Corollary 13.3.2. For every curve C as before and for every critical value

α(k) = d− 2k, 0 ≤ k < d

2

the Hodge-Deligne polynomial of

Gs(α(k); 2, d, 1) ' G(α(k)+; 2, d, 1) rG+(α(k); 2, d, 1) '

' G(α(k)−; 2, d, 1) rG−(α(k); 2, d, 1)

is given by:

HD(Gs(α(k); 2, d, 1)) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
[

(uv)kx−k

1− x(uv)−1
− (uv)g+d−1−2kx−k

1− x(uv)2
− x−k + (uv)g+d−2k−1x−k

]
=

=
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

[
(uv)kx−k

1− x(uv)−1
− (uv)g+d+1−2kx1−k

1− x(uv)2
− x−k

]
.

Remark 13.3.4. Note that when k = 0, then Gs(d; 2, d, 1) = ∅, so we will get that the previous
polynomial is zero. This holds since (13.6) coincides with (13.5) for j = 0, as we already said
before.

Remark 13.3.5. As in remark 13.3.1, this formula coincides with that given in [M, proposition
5.4] for the moduli spaces if stable triples, up a the multiplicative term (1 + u)g(1 + v)g, once
we set in that formula d1 := d d2 := 0, dM := d− k.

13.4 A more explicit formula for α small and d large

The formula of theorem 13.3.1 holds for every value of k and for every value of d, that is
for all α that are non-critical for (2, d, 1). We would like to have a more explicit formula, at
least for some values of d and k. In order to do that, let us �rst state the following lemma,
taken from [MOVG, proof of proposition 8.1].
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Lemma 13.4.1. Let a, b, c ∈ C be all distinct and di�erent from zero and let f(x) be any

holomorphic function in Cr {0} such that the function

g(x) :=
f(x)

(1− ax)(1− bx)(1− cx)

has no residue at ∞. Let us de�ne

A :=
a

(a− b)(a− c)
, B :=

b

(b− a)(b− c)
, C :=

c

(c− a)(c− b)
.

Then:

coeff
x0

xf(x)

(1− ax)(1− bx)(1− cx)
= Af

(
1

a

)
+Bf

(
1

b

)
+ Cf

(
1

c

)
.

In particular, let us �x a = 1, b = uv, c = (uv)−1 and f(x) = (uv)k(1+ux)g(1+vx)gx−k−1.
Then we have to ensure that the function g(x) has no residue at ∞. In order to do that, let
us consider

Res
x=∞

g(x)dx = Res
z=0
−g(z−1)

z2
dz =

= Res
z=0
−(uv)k

z2

(
(z + u)g

zg
(z + v)g

zg
zk+1

)(
(z − a)(z − b)(z − c)

z3

)−1

dz =

= Res
z=0

−(uv)k(z + u)g(z + v)g

(z − a)(z − b)(z − c)
zk−2g+2dz.

Now we are working with u, v as variables, therefore we can always �nd in�nitely many
values of them so that the �rst part of this expression has no zeros or poles at z = 0, so the
zeros or poles at z = 0 are completely determined by zk−2g+2. In particular, we don't have
residues at ∞ if k ≥ 2g− 2. Now we recall that 0 ≤ k < d/2. So in order to apply the lemma
we must have:

d > 4g − 4 and 2g − 2 ≤ k < d/2. (13.9)

Remark 13.4.1. In terms of critical values, we have that 0 < α(k) = d− 2k ≤ d− 4g+ 4 =: ᾱ.
If d is even, then ᾱ ≥ 2, while if d is odd, then ᾱ ≥ 1; we recall that for d even the smallest
critical value is α = 2, while for d odd the smallest critical value is α = 1. Therefore, in both
cases if d > 4g − 4 we have that our results will apply to a non-empty set of critical values
containing the smallest critical one.

Now, having �xed f as before,

Af

(
1

a

)
=

1

(1− uv)(1− (uv)−1)
(uv)k(1 + u)g(1 + v)g =

−(uv)k+1

(1− uv)2
(1 + u)g(1 + v)g;

Bf

(
1

b

)
=

uv

(uv − 1)(uv − (uv)−1)
(uv)k(1 + v−1)g(1 + u−1)g(uv)k+1 =
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=
(uv)2

(1− uv)(1− (uv)2)
(uv)2k+1

(
v + 1

v

)g (u+ 1

u

)g
=

(uv)2k+3−g

(1− uv)(1− (uv)2)
(1 + u)g(1 + v)g;

Cf

(
1

c

)
=

(uv)−1

((uv)−1 − 1)((uv)−1 − uv)
(uv)k(1 + u2v)g(1 + uv2)g(uv)−k−1 =

=
uv

(1− uv)(1− (uv)2)
(uv)k(1 + u2v)g(1 + uv2)g(uv)−k−1 =

(1 + u2v)g(1 + uv2)g

(1− uv)(1− (uv)2)
.

Therefore if conditions (13.9) are satis�ed, then:

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
· (uv)kx−k

1− x(uv)−1
= coeff

x0

(1 + ux)g(1 + vx)g(uv)kx−k−1x

(1− x)(1− uvx)(1− x(uv)−1)
=

= coeff
x0

xf(x)

(1− ax)(1− bx)(1− cx)
=

=
−(uv)k+1(1 + u)g(1 + v)g

(1− uv)2
+

(uv)2k+3−g(1 + u)g(1 + v)g + (1 + u2v)g(1 + uv2)g

(1− uv)(1− (uv)2)
.

Now let us �x a = 1, b = uv, c = (uv)2 and f(x) = (uv)g+d−1−2k(1 + ux)g(1 + vx)gx−k−1.
Then:

Af

(
1

a

)
=

(uv)g+d−1−2k(1 + u)g(1 + v)g

(1− uv)(1− (uv)2)
;

Bf

(
1

b

)
=

uv

(uv − 1)(uv − (uv)2)
(uv)g+d−1−2k(1 + v−1)g(1 + u−1)g(uv)k+1 =

=
−1

(1− uv)2
(uv)g+d−k

(
v + 1

v

)g (u+ 1

u

)g
=

−1

(1− uv)2
(uv)d−k(1 + u)g(1 + v)g;

Cf

(
1

c

)
=

(uv)2

((uv)2 − 1)((uv)2 − uv)
(uv)g+d−1−2k(1 + (uv2)−1)g(1 + (u2v)−1)g(uv)2k+2 =

=
uv

(1− uv)(1− (uv)2)
(uv)g+d+1

(
1 + uv2

uv2

)g (
1 + u2v

u2v

)g
=

=
(uv)d+2−2g

(1− uv)(1− (uv)2)
(1 + uv2)g(1 + u2v)g.

As before, in order to apply the lemma we need conditions (13.9) to be satis�ed. If such
conditions hold, then:

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
· (uv)g+d−1−2kx−k

1− (uv)2x
=

= coeff
x0

(1 + ux)g(1 + vx)g(uv)g+d−1−2kx−k−1x

(1− x)(1− uvx)(1− (uv)2x)
= coeff

x0

xf(x)

(1− ax)(1− bx)(1− cx)
=

=
(uv)g+d−1−2k(1 + u)g(1 + v)g + (uv)d+2−2g(1 + u2v)g(1 + uv2)g

(1− uv)(1− (uv)2)
−(uv)d−k(1 + u)g(1 + v)g

(1− uv)2
.

So by using theorem 13.3.1, we get the following formula.
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Corollary 13.4.2. If conditions (13.9) are satis�ed, then

HD(G(α(k)−; 2, d, 1) =
(1 + u)g(1 + v)g

1− uv

{
−(uv)k+1(1 + u)g(1 + v)g

(1− uv)2
+

+
(uv)2k+3−g(1 + u)g(1 + v)g + (1 + u2v)g(1 + uv2)g

(1− uv)(1− (uv)2)
+

−(uv)g+d−1−2k(1 + u)g(1 + v)g + (uv)d+2−2g(1 + u2v)g(1 + uv2)g

(1− uv)(1− (uv)2)
+

+
(uv)d−k(1 + u)g(1 + v)g

(1− uv)2

}
=

=
(1 + u)g(1 + v)g

(1− uv)2

{
[(uv)d−k − (uv)k+1](1 + u)g(1 + v)g

1− uv
+

+
[(uv)2k+3−g − (uv)g+d−1−2k](1 + u)g(1 + v)g

1− (uv)2
+

+
[1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g

1− (uv)2

}
=

=
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{[
(1 + uv)((uv)d−k − (uv)k+1) + (uv)2k+3−g+

−(uv)g+d−1−2k
]
· (1 + u)g(1 + v)g + [1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g

}
.

Remark 13.4.2. Let us verify that Poincaré duality holds also for such a polynomial. This
amounts to substituting u with u−1 and v with v−1 in the previous formula and verifying that
identity (8.3) holds. If we write for simplicity p for the previous polynomial, then:

p(u−1, v−1) =
(1 + u)g(1 + v)g(uv)−g

(1− uv)2((uv)2 − 1)(uv)−4

{[
1 + uv

uv
· (uv)k+1 − (uv)d−k

(uv)d+1
+

+
(uv)g+d−1−2k − (uv)2k+3−g

(uv)d+2

]
· (1 + u)g(1 + v)g

(uv)g
+

+

[
(uv)d+2−2g − 1

(uv)d+2−2g

]
· (1 + u2v)g(1 + uv2)g

(uv)3g

}
=

= − 1

(uv)d+2+g
· (1 + u)g(1 + v)g(uv)4−g

(1− uv)2((uv)2 − 1)

{[
(1 + uv)((uv)d−k − (uv)k+1))+

+(uv)2k+3−g − (uv)g+d−1−2k
]

(1 + u)g(1 + v)g+

+
[
1− (uv)d+2−2g

]
(1 + u2v)g(1 + uv2)g

}
= (uv)−(2g+d−2)p(u, v).

As we already stated before, the dimension of G(α; 2, d, 1) for α non-critical is 2g + d− 2,
so the polynomial written in the previous corollary satis�es Poincaré duality.
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Using remark 13.4.1, provided that d is big enough, we can apply the corollary for the �rst
critical value, namely α(b(d− 1)/2c), i.e. α = 2 if d even and α = 1 if d is odd.

If d is odd, then k = d−1
2 . In this case, d−k = d+1

2 = k+1; moreover, 2k+3−g = d+2−g
and g + d− 1− 2k = g. Therefore we get:

Corollary 13.4.3. Let C be any curve as before; if d is odd and d > 4g − 4, then

HD(G0(2, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{[
(uv)d+2−g − (uv)g

]
·

·(1 + u)g(1 + v)g + [1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g
}
.

Remark 13.4.3. We can rewrite this polynomial as

(1 + u)g(1 + v)g(1− (uv)d+2−2g)

(1− uv)2(1− (uv)2)
· {[(1 + u2v)g(1 + uv2)g −−(uv)g(1 + u)g(1 + v)g]} =

= HD(M(2, d)) · 1− (uv)d+2−2g

1− uv
= HD(M(2, d)) · HD(Pd+1−2g).

So this agrees with the known fact that if d is odd and d > n(2g − 2) = 4g − 4, then
G0(2, d, 1) is a grassmannian �bration over the moduli space M(2, d) of stable rank 2 bundles
of degree d, with �ber over any vector bundle E given by

Grass(1, χ(E)) = Grass(1, H0(E)) = Grass(1, d+ 2(1− g)) = Pd+1−2g.

Here the �rst identity comes from the fact that H1(E) = 0 for d > 4g−4, while the second
one is Riemann-Roch. For the Hodge-Deligne polynomial of M(2, d), see (8.10).

If d is even, then k = d
2 − 1; so d − k = d

2 + 1, k + 1 = d
2 , 2k + 3 − g = d + 1 − g and

g + d− 1− 2k = g + 1, so we get:

Corollary 13.4.4. Let C be any curve as before; if d is even and d > 4g − 4, then

HD(G0(2, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{
[1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g+

+[(1 + uv)(uv)
d
2 (uv − 1) + (uv)d+1−g − (uv)g+1](1 + u)g(1 + v)g

}
=

=
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

{
[1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g+

−[(uv)
d
2 (1− (uv)2) + (uv)g+1(1− (uv)d−2g)](1 + u)g(1 + v)g

}
.

We remark that the leading term coincides with the leading term of (8.11) timesHD(Pd+1−2g).
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13.5 Comparison with the cases g = 0 and g = 1

Let us compare the previous results (that a priori are valid only under the hypothesis g ≥ 2)
with the literature about g = 0 and g = 1. When g = 0, the Hodge-Deligne polynomials of
the moduli spaces G(α;n, d, 1) for all n and for all α non-critical for (n, d, 1) were computed
in [LN]. In that paper the following notation is used:

d = na− t s.t. a ∈ N, 0 ≤ t < n

(this is formula (1) in that paper). According to that notation, Ge denotes any moduli space
G(α;n, d, 1) for α in the range en+ t < α < (e+ 1)n+ t whenever 0 ≤ en+ t < d/(n− 1). In
our case, n = 2, so:

� t is 0 or 1 according to the parity of d;

� e is any natural number such that 0 ≤ 2e+ t < d;

� a = d(d+ t)/2e; therefore both for d even and for d odd, we get a = (d+ t)/2.

In order to compare the results of [LN] with ours, we want to put Ge = G(α(k)−; 2, d, 1)

for a suitable value of k. For this we need

2(e+ 1) + t = α(k) = d− 2k,

so

e =
d− t

2
− k − 1. (13.10)

Since t has the same parity of d, then e is an integer. Therefore, under the identi�cation
of (13.10),

Ge = G((e+ 1)n+ t− ε; 2, d, 1) = G(α(k)−; 2, d, 1).

Now according to [LN, proposition 6.8], whenever g = 0 we have

HD(Ge) =
(1− (uv)a−t−e)(1− (uv)a−t−e+1)(1− (uv)2e+t+1)

(1− uv)2(1− (uv)2)
.

Therefore, if we set a = (d+ t)/2 and e = (d− t)/2− k − 1, then we can write

a− t− e =
d+ t

2
− t− d− t

2
+ k + 1 = k + 1, a− t− e+ 1 = k + 2,

2e+ t+ 1 = d− t− 2− 2k + t+ 1 = d− 1− 2k

and

HD(G(α(k)−; 2, d, 1) =
(1− (uv)k+1)(1− (uv)k+2)(1− (uv)d−1−2k)

(1− uv)2(1− (uv)2)
=
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=
(1− (uv)k+2 − (uv)k+1 + (uv)2k+3)(1− (uv)d−1−2k)

(1− uv)2(1− (uv)2)
=

=
1

(1− uv)2(1− (uv)2)

{
1− (uv)d−1−2k − (uv)k+2 + (uv)d+1−k+

−(uv)k+1 + (uv)d−k + (uv)2k+3 − (uv)d+2
}
. (13.11)

Now let us consider the formula of corollary 13.4.2 with g = 0. This gives

(1 + uv)((uv)d−k − (uv)k+1) + (uv)2k+3 − (uv)d−1−2k + 1− (uv)d+2

(1− uv)2(1− (uv)2)
=

=
1

(1− uv)2(1− (uv)2)

{
(uv)d−k − (uv)k+1 + (uv)d−k+1 − (uv)k+2+

+(uv)2k+3 − (uv)d−1−2k + 1− (uv)d+2
}
,

which coincides with (13.11).

Let us also consider the case g = 1. According to [LN2, theorem 6.7], we have the following
formula:

HD(Gi) = (1 + u)(1 + v)
1− (uv)d

1− uv
+

(1 + u)2(1 + v)2(1− (uv)(d−γ)/2−i)

(1− (uv)2(1− (uv)2)
·

·(uv − (uv)γ+2i)(1− (uv)(d−γ)/2−i+1)

where:

� γ is 1 if d is odd and 2 if d is even;

� Gi = Gi(2 + ad, d, 1) = G(αi+1 − ε; 2 + ad, d, 1);

� a is any non-negative integer; in particular we will be interested in a = 0;

� if a = 0, by looking at the proof of [LN2, lemma 6.1], the critical values are of the form
αi = d− 2d1, with d1 = b(d− 1)/2c+ 1− i, so by substituting we get that αi = 2i− 1

if d is odd, respectively αi = 2i if d is even. Then αi+1 is equal to 2i + 1, respectively
2i+ 2. So in both cases αi+1 = 2i+ γ and we set:

2i+ γ = αi+1 = α(k) = d− 2k ⇔ i =
d− γ

2
− k.

Therefore we have that if g = 1 and we set i := (d− γ)/2− k, then

Gi = G(2i+ γ − ε; 2, d, 1) = G(α(k)−; 2, d, 1).

So

HD(G(α(k)−; 2, d, 1)) = HD(Gi) =
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= (1 + u)(1 + v)
1− (uv)d

1− uv
+

(1 + u)2(1 + v)2(1− (uv)k)

(1− uv)2(1− (uv)2)
· (uv − (uv)d−2k)(1− (uv)k+1) =

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{
(1− (uv)d)(1− uv − (uv)2 + (uv)3)+

+(1 + u+ v + uv) · [(uv − (uv)d−2k − (uv)k+1 + (uv)d−k] · [1− (uv)k+1]
}

=

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{
1− uv − (uv)2 + (uv)3 − (uv)d + (uv)d+1 + (uv)d+2 − (uv)d+3+

+(1 + u+ v + uv)[uv − (uv)k+2 − (uv)d−2k + (uv)d−k+1 − (uv)k+1 + (uv)2k+2+

+(uv)d−k − (uv)d+1]
}

=

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{
1− uv − (uv)2 + (uv)3 − (uv)d + (uv)d+1 + (uv)d+2 − (uv)d+3+

+uv − (uv)k+2 − (uv)d−2k + (uv)d−k+1 − (uv)k+1 + (uv)2k+2 + (uv)d−k − (uv)d+1 + (u+ v)·

·[uv − (uv)k+2 − (uv)d−2k + (uv)d−k+1 − (uv)k+1 + (uv)2k+2 + (uv)d−k − (uv)d+1]+

+(uv)2 − (uv)k+3 − (uv)d−2k+1 + (uv)d−k+2 − (uv)k+2+

(uv)2k+3 + (uv)d−k+1 − (uv)d+2
}

=

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{
1 + (uv)3 − (uv)d − (uv)d+3 − (uv)k+2 − (uv)d−2k

+(uv)d−k+1 − (uv)k+1 + (uv)2k+2 + (uv)d−k + (u+ v)[uv − (uv)k+2 − (uv)d−2k+

+(uv)d−k+1 − (uv)k+1 + (uv)2k+2 + (uv)d−k − (uv)d+1]− (uv)k+3 − (uv)d−2k+1+

+(uv)d−k+2 − (uv)k+2 + (uv)2k+3 + (uv)d−k+1
}
. (13.12)

Now let us consider the formula of corollary 13.4.2 with g = 1. This gives:

(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{[
(1 + uv)((uv)d−k − (uv)k+1) + (uv)2k+2 − (uv)d−2k

]
·

·(1 + u)(1 + v) + [1− (uv)d](1 + u2v)(1 + uv2)
}

=

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{[
(uv)d−k − (uv)k+1 + (uv)d−k+1+

−(uv)k+2 + (uv)2k+2 − (uv)d−2k
]
· (1 + u+ v + uv)+

+ [1− (uv)d](1 + (u+ v)uv + (uv)3)
}

=

=
(1 + u)(1 + v)

(1− uv)2(1− (uv)2)

{
(uv)d−k − (uv)k+1 + (uv)d−k+1 − (uv)k+2+

+(uv)2k+2 − (uv)d−2k + (u+ v)[(uv)d−k − (uv)k+1 + (uv)d−k+1 − (uv)k+2+
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+(uv)2k+2 − (uv)d−2k] + (uv)d−k+1 − (uv)k+2 + (uv)d−k+2 − (uv)k+3 + (uv)2k+3+

−(uv)d−2k+1 + 1− (uv)d + (u+ v)[uv − (uv)d+1] + (uv)3 − (uv)d+3
}
.

Then a direct check proves that this expression coincides with (13.12).

We observe that if g = 0, 1, then conditions (13.9) are automatically satis�ed for all
positive integers d and for all integers k corresponding to actual critical values α(k) for (2, d, 1).
Therefore, we can restate corollary 13.4.2 as follows:

Corollary 13.5.1. For every genus g ≥ 0 and for every pair d, k such that

d > 4g − 4 and 2g − 2 ≤ k < d/2,

the Hodge-Deligne polynomial of G(α(k)−; 2, d, 1) is given by

HD(G(α(k)−; 2, d, 1) =
(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·
{[

(1 + uv)((uv)d−k − (uv)k+1) + (uv)2k+3−g − (uv)g+d−1−2k
]
·

·(1 + u)g(1 + v)g + [1− (uv)d+2−2g](1 + u2v)g(1 + uv2)g
}
.





Chapter 14

Case n=3, k=1

First of all, let us compute the critical values for the triple (3, d, 1). By [BGMN, �2 and
proposition 4.2], the non-zero virtual critical values are all in the set

{
nd′ − n′d
n′k − nk′

s.t. 0 ≤ k′ ≤ k, 0 < n′ < n, n′k 6= nk′, d′ ∈ Z
}
∩
]
0,

d

n− k

[
.

In our case, this gives{
3d′ − n′d
n′ − 3k′

s.t. k′ = 0, 1, n′ = 1, 2, n′ 6= 3k′ d′ ∈ Z
}
∩
]
0,
d

2

[
.

So we have the following 4 types of non-zero critical values:

� if n′ = 1, k′ = 0, {3d′ − d s.t. d
3 < d′ < d

2};

� if n′ = 1, k′ = 1, {3d′−d
1−3 }∩ ]0, d2 [ = {d2 −

3
2d
′ s.t. 0 < d′ < d

3};

� if n′ = 2, k′ = 0, {3d′−2d
2 }∩ ]0, d2 [ = {3

2d
′ − d s.t. 2d

3 < d′ < d};

� if n′ = 2, k′ = 1, {3d′−2d
2−3 }∩ ]0, d2 [ = {2d− 3d′s.t. d

2 < d′ < 2d
3 }.

Now it is easy to see that the �rst set coincides with the last one, so we write both as{
2d− 3k s.t.

d

2
< k <

2d

3

}
; (14.1)

moreover, the second and the third set coincide, so we write both as:{
α(j) :=

d− 3j

2
s.t. 0 < j <

d

3

}
. (14.2)

Now:

2d− 3k =
d

2
− 3

2
j ⇔ j = 2k − d;

moreover, by setting j := 2k−d and by using the conditions on k, we get exactly the conditions
on j. Therefore, the set (14.1) is contained in the set (14.2). In general, it is strictly contained

283
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because we obtain only those values of j that are even or odd according to the parity of d. So
from now all the (virtual) critical values will be labeled as in (14.2). Since we will also need
to cross the value d/2, we will consider also α(0) = d/2 as a critical value. We will see in the
following that every value α(j) is an actual critical value.

14.1 The moduli spaces G+(α(j); 3, d, 1)

Let us �x any value

α(j) =
d− 3j

2
, 0 ≤ j < d

3

and let us consider any object (E, V ) ∈ G+(α(j); 3, d, 1) (if j = 0, we will obtain the empty
set and the zero polynomial, so this will not give any problem for our computation). Since
n = 3, then all the (E, V )'s have length r of the �ltration equal to 2 or 3 (it cannot be equal
to one, since this will imply that the coherent system is stable also at αc). So let us consider
the 2 di�erent cases.

14.1.1 Case r = 2

By applying lemma 1.0.6, this gives a non-split exact sequence:

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (14.3)

with conditions (a)-(b). Then condition (a) implies that k1 = 0, but a priori n1 can be either
equal to 1 or to 2.

(1) On the one hand, if n1 = 2, then n2 = 1; therefore, condition (b) implies that
d1 = d − j. Therefore, the previous conditions on j prove that both d1 = d − j and d2 = j

are non-negative integers. Since r = 2, we must impose that both (Q1,W1) = (Q1, 0) and
(Q2,W2) are α(j)-stable. Since there are no critical values for (2, d1, 0) and (1, d2, 1), this
simply means that we are considering all pairs (Q1, 0), (Q2,W2) such that:

(Q1,W1) ∈ G(2, d− j, 0) = M s(2, d− j) := G1, (Q2,W2) ∈ G(1, j, 1) := G2.

Since H0
21 = H2

21 = 0, by proposition 1.0.7 we get

dim Ext1((Q2,W2), (Q1, 0)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= 2(g − 1)− (d− j) + 2j + (d− j)− 2(g − 1) = 2j.

Moreover, we can apply proposition 5.0.5 for r = 2: both G1 and G2 are smooth, so all the
connected components of G1 ×G2 are irreducible. If d− j is odd we can work at the moduli
space level, otherwise we need to work at the Quot scheme level since there are no universal
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families on M s(2, d− j) for d− j even. In both cases, we get that for every critical value α(j)

we have a contribution to G+(α(j); 3, d, 1) by a projective bundle over G1 × G2 with �bers
isomorphic to P2j−1. So we get the polynomial:

pj1 := HD(M s(2, d− j))1− (uv)2j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

If j = 0, this is the zero polynomial, as it should be.

For the Hodge-Deligne polynomials of M s(2, d− j) for d− j even and odd, see chapter 8;
we recall that such polynomials depend only on the parity of d− j. We denote by pj≡2d

1 and
pj 6≡2d

1 the corresponding polynomials.

(2) On the other hand, if n1 = 1, then n2 = 2. Moreover, condition (b) implies that
d1 = (d − j)/2, so this case is possible only if d − j is even. Then d2 = d − d1 = (d + j)/2

and both d1 and d2 are non-negative integers. We remark that the space G(α(j); 2, d2, 1) is
not empty if and only if α(j) < d2, but this condition is automatically satis�ed by de�nition
of α(j).

Then we have to verify if α(j) is critical for (2, d2, 1). According to chapter 13, this holds
if and only if α(j) = d2 − 2k for some 0 ≤ k < d2/2. So this gives:

d− 3j

2
= α(j) = d2 − 2k =

d+ j

2
− 2k ⇔ j = k.

So α(j) is critical for (2, d2, 1) if and only if 0 ≤ j < d2/2 = (d + j)/4. The second
inequality holds if and only if j < d/3, which is exactly the condition we already put on j.
Therefore, for every admissible value of j (i.e. 0 ≤ j ≤ d/3) such that d− j is even, we have
that α(j) is critical for (2, d2, 1).

Since we are assuming that the Jordan-Hölder �ltration of (E, V ) at αc has length 2, we
need to consider only those (Q2,W2)'s that are strictly α(j)-stable (if they are only semistable,
then the �ltration would have length 3), so we have to parametrize classes of non-split exten-
sions with (Q1, 0) ∈ J (d−j)/2C =: G1 and

(Q2,W2) ∈ G(α(j)+; 2, d2, 1) rG+(α(j); 2, d2, 1) = Gs(α(j); 2, d2, 1) := G2.

Since H0
21 = H2

21 = 0, we get:

dim Ext1((Q2,W2), (Q1, 0)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= 2(g − 1)− 2d−j2 + d+j
2 + d−j

2 − (g − 1) = g − 1 + j. (14.4)

By proceeding as before, for every critical value α(j) such that d − j is even, we get a
contribution to G+(α(j); 3, d, 1) by a projective bundle over G1 × G2 with �bers isomorphic
to Pg−2+j . For simplicity, we write
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rj := HD(G2) = HD
(
Gs

(
d− 3j

2
; 2,

d+ j

2
, 1

))
. (14.5)

So this case gives a contribution of the form:

pj≡2d
2 := rj · (1 + u)g(1 + v)g

1− (uv)g−1+j

1− uv
.

We will see in section 3 that if j = 0, then rj is equal to zero, so p2 is the zero polynomial,
as it should be.

14.1.2 Case r = 3

In this case the graded of (E, V ) is necessarily made of 3 objects of the form (Q1, 0),
(Q2, 0), (Q3,W3) (a priori not necessarily in this order), where all the Qi's are line bundles.
The α(j)-slopes of these 3 objects must be equal to the α(j)-slope of (E, V ), therefore we get

d1 = d2 =
d+ α(j)

3
⇒ d1 = d2 =

d− j
2

and

d3 = d− 2d1 = j.

Therefore the case r = 3 is possible only if d− j is even. So in this case:

(Q1, 0), (Q2, 0) ∈ J (d−j)/2C = G1 = G2, (Q3,W3) ∈ G(1, j, 1) = G3.

Now the possible α(j)-canonical �ltrations that we have to take into account are the fol-
lowing.

(1) If the length of the α(j)-canonical �ltration is s = 3 = r, then the α(j)-Jordan-Hölder
�ltration is unique and we have to parametrize objects (E, V ) that sit in non-split exact
sequences of the form:

0→ (E′, 0)→ (E, V )→ (Q3,W3)→ 0

where E′ sits in a nontrivial extension of 2 line bundles Q1, Q2 of the same degree. Here
the object (Q3,W3) must be the last object of the graded; if not, this would imply that we
have a quotient of the form (E, V ) → (Qi, 0) (for i = 1 or i = 2), but this contradicts the
α(j)+-stability of (E, V ). Now

Hom ((Q3,W3), (Q2, 0)) = 0

because of lemma 1.0.4. Then we have to consider two subcases as follows.

(1a) If we suppose that (Q1, 0) 6' (Q2, 0), then we can apply proposition 6.1.2 in order
to parametrize all the corresponding (E, V )'s. In this case Hom((Q2, 0), (Q1, 0)) = 0, so the
invariant a can only assume the value
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a = dim Ext1((Q2, 0), (Q1, 0)) = C21 = n1n2(g − 1)− d1n2 + d2n1 = g − 1.

on the set Ua = G1 × G2 r ∆12. So we will get a projective bundle Ra over Ua with �bers
isomorphic to Pa−1 = Pg−2. If we write E2 = (E2, 0) for any extension of Q2 by Q1, we get
that N2 = 2 and D2 = 2d1 = d − j. Moreover, Ext2((Q3,W3), (E2, 0)) = 0 because k3 = 1

and also Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((Q3,W3), (E2, 0)) = N2n3(g − 1)−D2n3 + d3N2 + k3D2 − k3N2(g − 1) =

= 2(g − 1)−D2 + 2d3 +D2 − 2(g − 1) = 2d3 = 2j.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3,W3), (Q1, 0)) = C31 = n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) =

= (g − 1)− d1 + d3 + d1 − (g − 1) = d3 = j.

Therefore, we get that Ua,b,c = Pa ×G3 and we get a bundle Ra,b,c over Ua,b,c with �bers
isomorphic to Pb−1 r Pc−1 = P2j−1 r Pj−1. The bundle Ra,b,c parametrizes all the (E, V )'s
in G+(α(j); 3, d, 1) with unique α(j)-Jordan-Hölder �ltration and Q1 6' Q2. We recall that
G1 = G2 = J (d−j)/2C and G3 = G(1, j, 1); then we get the Hodge-Deligne polynomial

pj≡2d
3 := HD(Ra,b,c) =

(
HD(P2j−1)−HD(Pj−1)

)
HD(G3)HD(Ra) =

=
(uv)j − (uv)2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
· HD(Pg−2) · HD(G1 ×G2 r ∆12) =

=
(uv)j − (uv)2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
· 1− (uv)g−1

1− uv
HD(G1)(HD(G1)− 1) =

=
(uv)j − (uv)2j

(1− uv)2
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
(1 + u)g(1 + v)g·

·(1− (uv)g−1)((1 + u)g(1 + v)g − 1).

Also in this case, if j = 0, then we get the zero polynomial.

(1b) If we suppose that (Q1, 0) ' (Q2, 0), then we can apply proposition 6.1.4 in order to
parametrize all the corresponding (E, V )'s. In this case we need to compute the invariants:

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 + 1 = g

and

b = dim Ext1((Q3,W3), (Q1, 0)) = C31 = j.
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Therefore, we get a projective bundle Ra over G1 with �bers isomorphic to Pg−1; the
(E, V )'s we are interested in are parametrized by a bundle Ra,b over Ra × G3 with �bers
isomorphic to Cj−1 × Pj−1. Therefore, we get the polynomial:

pj≡2d
4 := HD(G1)HD(G3)HD(Cj−1)HD(Pj−1)HD(Pg−1) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
(uv)j−1 1− (uv)j

1− uv
· 1− (uv)g

1− uv
=

=
(uv)j−1 − (uv)2j−1

(1− uv)2
(1 + u)g(1 + v)g(1− (uv)g) coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

If j = 0, then pj≡2d
4 = 0.

(2) If the length of the α(j)-canonical �ltration is s = 2, by using the same argument used
before we get that the only possible α(j)-canonical �ltration of (E, V ) is given by

0 ⊂ (Q1, 0)⊕ (Q2, 0) ⊂ (E, V )

with (E, V )/((Q1, 0)⊕ (Q2, 0)) = (Q3,W3). We have to consider 2 subcases as follows.

(2a) Let us suppose that Q1 6' Q2; since Q1 and Q2 are of the same type, then we can
use proposition 7.2.2 in order to have a global parametrization. In this case the invariant a
can assume only the value

a = dim Ext1 ((Q3,W3), (Q1, 0)) = C31 =

= n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) = d3 = j

and analogously also b can only assume the value b = j. Therefore the scheme U1
a coincides

with G1 × G3 and U2
b = G2 × G3. Since all the Gi's are irreducible, then we get that

Ua,b;i,j = G1×G2×G3. So the only signi�cant case in proposition 7.2.2 is case (d). Using the
last part of that proposition, we get that the (E, V )'s we are interested in are parametrized
by a scheme M/Z2 and from the point of view of Hodge-Deligne polynomials we can assume
that M is the scheme

(G1 ×G2 r ∆12)×G3 × Pj−1 × Pj−1,

where Z2 acts by: (
Q1, Q2, (Q3,W3), µ1, µ2

)
7→
(
Q2, Q1, (Q3,W3), µ2, µ1

)
.

Let us write M ′ = G1 × Pj−1 = J (d−j)/2C × Pj−1; then

HD(M ′)(u, v) =
1− (uv)j

1− uv
(1 + u)g(1 + v)g.

Therefore we can compute:
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A := HD
(

(M ′ ×M ′)/Z2

)
(u, v) =

=
1

2

(
(HD(M ′)(u, v))2 +HD(M ′)(−u2,−v2)

)
=

=
1

2

(
(1− (uv)j)2

(1− uv)2
(1 + u)2g(1 + v)2g +

1− (uv)2j

1− (uv)2
(1− u2)g(1− v2)g

)
and

B := HD
(

(∆12 × Pj−1 × Pj−1)/Z2

)
= HD(∆12) · HD

(
(Pj−1 × Pj−1)/Z2

)
=

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)j)2

(1− uv)2
+

1− (uv)2j

1− (uv)2

)
.

Finally, we can compute:

pj≡2d
5 := HD(M/Z2) = HD(G3) · (A−B) =

1

2
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·
[

(1− (uv)j)2

(1− uv)2
(1 + u)g(1 + v)g

(
(1 + u)g(1 + v)g − 1

)
+

+
1− (uv)2j

1− (uv)2

(
(1− u2)g(1− v2)g − (1 + u)g(1 + v)g

)]
.

Also in this case, if j = 0, we get pj≡2d
5 = 0.

(2b) If Q1 ' Q2, then the corresponding (E, V )'s are parametrized using proposition
7.2.3. Also in this case, there is only one value for the invariant a, namely a = j as in
(2a). Moreover, there is a single index i, that therefore we ignore. So the (E, V )'s we are
interested in are parametrized by a grassmannian Grass(2, Ra) where Ra is a vector bundle
over Ua = G1 ×G3 = J (d−j)/2C × C(j) with �bers isomorphic to Cj . So we get:

pj≡2d
6 := HD(Grass(2, Ra)) = HD

(
Grass(2, j)

)
· HD(J (d−j)/2C) · HD(C(j)) =

=
(1− (uv)j−1)(1− (uv)j)

(1− uv)(1− (uv)2)
(1 + u)g(1 + v)g coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

Also in this case, we get that if j = 0, then p6 = 0.

By putting everything together, we get that if 0 ≤ j < d/3,

� if d− j is odd, then HD(G+(α(j); 3, d, 1)) = pj 6≡2d
1 ;
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� if d− j is even, then

HD(G+(α(j); 3, d, 1)) = p•1 + p•2 + p•3 + p•4 + p•5 + p•6.

where • stands for j ≡2 d.

Both expressions are actually zero if j = 0.

14.2 The moduli spaces G−(α(j); 3, d, 1)

Also in this case the length r of the �ltration of any (E, V ) ∈ G−(α(j); 3, d, 1) can only be
equal to 2 or 3. So let us consider the 2 di�erent cases.

14.2.1 Case r = 2

In this case lemma 1.0.6 implies that necessarily (E, V ) sits in a non-split exact sequence

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (14.6)

with k1 = 1 and k2 = 0.

(1) On the one hand, if n1 = 1, then n2 = 2; therefore, condition (b') implies that
d2 = d− j. Therefore, the previous conditions on j prove that both d2 = d− j and d1 = j are
non-negative integers. Since r = 2, we must impose that both (Q1,W1) and (Q2,W2) = (Q2, 0)

are α(j)-stable. Since there are no critical values for (1, d1, 1) and (2, d2, 0), this simply means
that we are considering all pairs (Q1,W1), (Q2, 0) such that:

(Q1,W1) ∈ G(α(1, j, 1) =: G1, (Q2, 0) ∈ G(2, d− j, 0) = M s(2, d− j) =: G2.

As before, H0
21 = H2

21 = 0, so

dim Ext1((Q2, 0), (Q1,W1)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 =

= 2(g − 1)− 2j + (d− j) = 2g − 2 + d− 3j.

Now we can apply proposition 5.0.5 for r = 2. So for every critical value α(j) we get a
contribution to G−(α(j); 3, d, 1) by a projective bundle over G1 × G2 with �bers isomorphic
to P2g−3+d−3j . So we get the polynomial:

qj1 := HD(M s(2, d− j))1− (uv)2g−2+d−3j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.
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According to the notation used in the previous section, we denote by qj 6≡2d
1 and qj≡2d

1 the
polynomial qj1 according to the parity of d− j.

(2) On the other hand, if n1 = 2, then n2 = 1. Moreover, condition (b) implies that
d2 = (d− j)/2, so this case is possible only if d− j is even. Then d1 = d− d2 = (d+ j)/2 and
both d1 and d2 are positive integers. As in the previous section, we get that the numerical
conditions on j imply that the space G(α(j); 2, (d+ j)/2, 1) is not empty; moreover, α(j) is a
critical value for (2, (d + j)/2, 1). Since we are assuming that the Jordan-Hölder �ltration of
(E, V ) at αc has length 2, we need to consider only those (Qi,Wi)'s that are strictly α(j)-stable.
Therefore, in this case we have to parametrize extensions with (Q2, 0) ∈ J (d−j)/2C =: G2 and

(Q1,W1) ∈ G(α(j)+; 2, d1, 1) rG+(α(j); 2, d1, 1) = Gs(α(j); 2, d1, 1) =: G2.

Since H0
21 = H2

21 = 0, we get:

dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 2(g − 1)− d+j
2 + 2d−j2 = 2g − 2 + d−3j

2 . (14.7)

So for every critical value α(j) such that d−j is even, we get a contribution toG−(α(j); 3, d, 1)

by a projective bundle over J (d−j)/2C×Gs(α(j)+; 2, d1, 1) with �bers isomorphic to P2g−3+(d−3j)/2.
For simplicity, we use the polynomial rj de�ned in (14.5). So this case gives a contribution of
the form:

qj≡2d
2 := rj · (1 + u)g(1 + v)g

1− (uv)2g−2+(d−3j)/2

1− uv
.

14.2.2 Case r = 3

In this case the graded of (E, V ) is necessarily made of 3 objects of the form (Q1,W1),
(Q2, 0), (Q3, 0) (a priori not necessarily in this order), where all the Qi's are line bundles. The
α(j)-slopes of these 3 objects must be equal to the α(j)-slope of (E, V ), therefore we get

d2 = d3 =
d+ α(j)

3
⇒ d2 = d3 =

d− j
2

and

d1 = d− 2d2 = j.

Therefore the case r = 3 is possible only if d− j is even. So in this case:

(Q1,W1) ∈ G(1, j, 1) =: G1, (Q2, 0), (Q3, 0) ∈ J (d−j)/2C =: G2 = G3.

Now the possible α(j)-canonical �ltrations that we have to take into account are the fol-
lowing.



292 14. Case n=3, k=1

(1) If the length of the α(j)-canonical �ltration is s = 3 = r, then the α(j)-Jordan-Hölder
�ltration is unique and we have to parametrize all the (E, V )'s that sit in non-split exact
sequences of the form:

0→ (Q1,W1)→ (E, V )→ (E′′, 0)→ 0

where E′′ sits in a nontrivial extension of 2 line bundles Q2, Q3 of the same degree. Here
the object (Q1,W1) must be the �rst object of the graded; if not, this would contradict the
α(j)−-stability of (E, V ). Now

Hom ((Q2, 0), (Q1,W1)) = 0

by lemma 1.0.4. Then we have to consider two subcases as follows.

(1a) If we suppose that (Q2, 0) 6' (Q3, 0), then we can apply proposition 6.1.6 in order
to parametrize all the corresponding (E, V )'s. In this case Hom((Q3, 0), (Q2, 0)) = 0, so the
invariant a can only assume the value

a = dim Ext1((Q3, 0), (Q2, 0)) = C32 = n2n3(g − 1)− d2n3 + d3n2 = g − 1

on the set Ua = G2 ×G3 r ∆23. In this case we will get a projective bundle Ra over Ua, with
�bers isomorphic to Pa−1, If we write E′′ = (E′′, 0) for any extension of Q3 by Q2 we get that
N ′′ = 2 and D′′ = 2d2 = d − j. Moreover, Ext2((E′′, 0), (Q1,W1)) = 0 because K ′′ = 0 and
also Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((E′′, 0), (Q1,W1)) = n1N
′′(g − 1)− d1N

′′ + d′′n1 =

= 2(g − 1)− 2j + d− j = 2g − 2 + d− 3j.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3, 0), (Q1,W1)) = C31 = n1n3(g − 1)− d1n3 + d3n1 =

= g − 1− j +
d− j

2
= g − 1 +

d− 3j

2
.

Therefore, we get that Ua,b,c = G1 ×Ra; moreover, we get a bundle Ra,b,c over Ua,b,c with
�bers isomorphic to Pb−1 rPc−1 = P2g−3+d−3j rPg−2+(d−3j)/2. We recall that G1 = G(1, j, 1)

and G2 = G3 = J (d−j)/2, so we get the Hodge-Deligne polynomial

qj≡2d
3 := HD(Ra,b,c) =

(
HD(P2g−3+d−3j)−HD(Pg−2+(d−3j)/2)

)
HD(G1)HD(Ra) =

=
(uv)g−1+(d−3j)/2 − (uv)2g−2+d−3j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·HD(Pg−2) · HD(G2 ×G3 r ∆23) =

=
(uv)g−1+(d−3j)/2 − (uv)2g−2+d−3j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·
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·1− (uv)g−1

1− uv
HD(G2)(HD(G2)− 1) =

=
(uv)g−1+(d−3j)/2 − (uv)2g−2+d−3j

(1− uv)2
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
(1 + u)g(1 + v)g·

·(1− (uv)g−1)((1 + u)g(1 + v)g − 1).

(1b) If we suppose that (Q2, 0) ' (Q3, 0), then we can apply proposition 6.1.8 in order to
parametrize all the corresponding (E, V )'s. In this case we need to compute the invariants:

a = dim Ext1((Q3, 0), (Q2, 0)) = C32 + 1 = g

and

b = dim Ext1((Q3, 0), (Q1,W1)) = C31 = g − 1 +
d− 3j

2
.

Therefore, we get a projective bundle Ra over G1 with �bers isomorphic to Pg−1; the
(E, V )'s we are interested in are parametrized by a bundle Ra,b over Pa × G3 with �bers
isomorphic to Cg−2+(d−3j)/2 × Pg−2+(d−3j)/2. Therefore, we get the polynomial:

qj≡2d
4 := HD(G1)HD(G2)HD(Cg−2+(d−3j)/2)HD(Pg−2+(d−3j)/2)HD(Pg−1) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
(uv)g−2+(d−3j)/2·

·1− (uv)g−2+(d−3j)/2

1− uv
· 1− (uv)g

1− uv
=

=
(uv)g−2+(d−3j)/2 − (uv)2g−3+d−3j

(1− uv)2
(1 + u)g(1 + v)g(1− (uv)g)·

· coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

(2) If the length of the α(j)-canonical �ltration is s = 2, by using the same argument used
before we get that the only possible canonical �ltration of (E, V ) is given by

0 ⊂ (Q1,W1) ⊂ (E, V )

with (E, V )/(Q1,W1) = (Q2, 0)⊕ (Q3, 0). We have to consider 2 subcases as follows.

(2a) Let us suppose that Q2 6' Q3; since Q2 and Q3 are of the same type, then we can
use proposition 7.1.2 in order to have a global parametrization. In this case the invariant a
can assume only the value

a = dim Ext1 ((Q2, 0), (Q1,W1)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 = g − 1− j +
d− j

2
= g − 1 +

d− 3j

2
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and analogously also b = g − 1 + (d − 3j)/2. Therefore U2
a = G1 × G2 and U3

b = G1 × G3.
Since both G1 and G2 = G3 are irreducible, then we get that Ua,b;i,j = G1 ×G2 ×G3. So the
only signi�cant case in proposition 7.1.2 is case (d). Using the last part of that proposition,
we get that the (E, V )'s we are interested in are parametrized by a scheme M/Z2; from the
point of view of Hodge-Deligne polynomials we can assume that M is the scheme

G1 × (G2 ×G3 r ∆23)× Pg−2+(d−3j)/2 × Pg−2+(d−3j)/2,

where Z2 acts by: (
(Q1,W1), Q2, Q3, µ2, µ3

)
7→
(

(Q1,W1), Q3, Q2, µ3, µ2

)
.

Let us write M ′ = G2 × Pg−2+(d−3j)/2 = J (d−j)/2C × Pg−2+(d−3j)/2; then

HD(M ′)(u, v) =
1− (uv)g−1+(d−3j)/2

1− uv
(1 + u)g(1 + v)g.

Therefore we can compute:

A := HD
(

(M ′ ×M ′)/Z2

)
(u, v) =

1

2

(
(HD(M ′)(u, v))2 +HD(M ′)(−u2,−v2)

)
=

=
1

2

(
(1− (uv)g−1+(d−3j)/2)2

(1− uv)2
(1 + u)2g(1 + v)2g+

+
1− (uv)2g−2+d−3j

1− (uv)2
(1− u2)g(1− v2)g

)
and

B := HD
(

(∆23 × Pg−2+(d−3j)/2 × Pg−2+(d−3j)/2)/Z2

)
=

= HD(∆23) · HD
(

(Pg−2+(d−3j)/2 × Pg−2+(d−3j)/2)/Z2

)
=

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)g−1+(d−3j)/2)2

(1− uv)2
+

1− (uv)2g−2+d−3j

1− (uv)2

)
.

Finally, we can compute:

qj≡2d
5 := HD(M/Z2) = HD(G1) · (A−B) =

1

2
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·

[
(1− (uv)g−1+(d−3j)/2)2

(1− uv)2
(1 + u)g(1 + v)g

(
(1 + u)g(1 + v)g − 1

)
+

+
1− (uv)2g−2+d−3j

1− (uv)2

(
(1 + u2)g(1 + v2)g − (1 + u)g(1 + v)g

)]
.

(2b) If Q2 ' Q3, then the corresponding (E, V )'s are parametrized using proposition 7.1.3.
Also in this case, there is only one value for the invariant a, namely a = g− 1 + (d− 3j)/2 as
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in (2a). Moreover, there is a single index i, that therefore we ignore. So the (E, V )'s we are
interested in are parametrized by a grassmannian Grass(2, Ra) where Ra is a vector bundle
over G1 ×G2 = C(j) × J (d−j)/2C with �bers isomorphic to Cg−1+(d−3j)/2. So we get:

qj≡2d
6 := HD(Grass(2, Ra)) =

= HD
(
Grass(2, g − 1 + (d− 3j)/2)

)
· HD(J (d−j)/2C) · HD(C(j)) =

=
(1− (uv)g−2+(d−3j)/2)(1− (uv)g−1+(d−3j)/2)

(1− uv)(1− (uv)2)
(1 + u)g(1 + v)g coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

By putting everything together we get 2 cases:

� if d− j is odd, then HD(G−(α(j); 3, d, 1)) = qj 6≡2d
1 ;

� if d− j is even, then

HD(G−(α(j); 3, d, 1)) = q•1 + q•2 + q•3 + q•4 + q•5 + q•6

where • stands for j ≡2 d.

14.3 Crossing a critical value α(j)

14.3.1 d− j odd, 0 ≤ j < d/3

As we said before, if d− j is odd, then the only signi�cant contribution is from p1 and q1,
so we get:

HD(j, odd) := HD(G(α(j)−; 3, d, 1))−HD(G(α(j)+; 3, d, 1)) = qj 6≡2d
1 − pj 6≡2d

1 =

= HD(M s(2, odd))
(uv)2j − (uv)2g−2+d−3j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
=

=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
·

·
(

(uv)2j − (uv)2g−2+d−3j
)

coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
. (14.8)

We remark that

HD(j, odd) = − Cn
(1 + u)g(1 + v)g

where Cn is de�ned in [M, proposition 6.3].
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14.3.2 d− j even, 0 ≤ j < d/3

If d− j is even, we compute the following quantities:

qj≡2d
1 − pj≡2d

1 =

= HD(M s(2, even))
(uv)2j − (uv)2g−2+d−3j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
=

=
(uv)2j − (uv)2g−2+d−3j

2(1− uv)2(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
;

qj≡2d
2 − pj≡2d

2 = rj · (1 + u)g(1 + v)g
(uv)g−1+j − (uv)2g−2+(d−3j)/2

1− uv
.

We recall that

rj := HD
(
Gs

(
d− 3j

2
; 2,

d+ j

2
, 1

))
= HD

(
Gs(d′ − 2j; 2, d′, 1)

)
,

where d′ := d+j
2 . So according to corollary 13.3.2 with k substituted by j and d by d′ = (d+j)/2

(so that g + d− 1− 2k is replaced by g − 1 + (d− 3j)/2), we get:

rj =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)

[
(uv)j

1− (uv)−1x
− (uv)g+1+(d−3j)/2x

1− (uv)2x
− 1

]
.

This can be done since k = j ≥ 0, so d′ − 2j is less or equal than d′, which is the last
critical value for (2, d′, 1). We recall that for j = 0 we will get rj = 0, even if this is not a priori
obvious from the way it is written here, see remark 13.3.4. Also in this case, we will use this
complicated notation simply because it will help in order to sum all the various contributions
given by crossings the various critical values. Therefore for every 0 ≤ j < d/3 such that d− j
is even, we have:

qj≡2d
2 − pj≡2d

2 =
(1 + u)2g(1 + v)2g

(1− uv)2

(
(uv)g−1+j − (uv)2g−2+(d−3j)/2

)
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)

[
(uv)j

1− (uv)−1x
− (uv)g+1+(d−3j)/2x

1− (uv)2x
− 1

]
=

=
(uv)j − (uv)g−1+(d−3j)/2

(1− uv)2
(uv)g−1(1 + u)2g(1 + v)2g·

· coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)

[
(uv)j

1− (uv)−1x
− (uv)g+1+(d−3j)/2x

1− (uv)2x
− 1

]
.
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Moreover, we can compute:

qj≡2d
3 − pj≡2d

3 =
(uv)g−1+(d−3j)/2 − (uv)2g−2+d−3j − (uv)j + (uv)2j

(1− uv)2
·

·(1− (uv)g−1)((1 + u)g(1 + v)g − 1)(1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
;

qj≡2d
4 − pj≡2d

4 =
(uv)g−2+(d−3j)/2 − (uv)2g−3+d−3j − (uv)j−1 + (uv)2j−1

(1− uv)2
·

·(1 + u)g(1 + v)g(1− (uv)g) coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
;

qj≡2d
5 − pj≡2d

5 =
1

2

[
(uv)2j − (uv)2g−2+d−3j

1− (uv)2

(
(1− u2)g(1− v2)g − (1 + u)g(1 + v)g

)
+

+
(1− (uv)g−1+(d−3j)/2)2 − (1− (uv)j)2

(1− uv)2
(1 + u)g(1 + v)g·

·
(

(1 + u)g(1 + v)g − 1
)]
· coeff

x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
=

=
1

2

[
(uv)2j − (uv)2g−2+d−3j

1− (uv)2

(
(1− u2)g(1− v2)g − (1 + u)g(1 + v)g

)
+

+
(uv)2g−2+d−3j − 2(uv)g−1+(d−3j)/2 − (uv)2j + 2(uv)j

(1− uv)2
(1 + u)g(1 + v)g·

·
(

(1 + u)g(1 + v)g − 1
)]

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)xj
;

qj≡2d
6 − pj≡2d

6 =

=
(1− (uv)g−2+(d−3j)/2)(1− (uv)g−1+(d−3j)/2)− (1− (uv)j−1)(1− (uv)j)

(1− uv)(1− (uv)2)
·

·(1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
=

=
(1 + u)g(1 + v)g

(1− uv)(1− (uv)2)
· {(uv)j + (uv)j−1 − (uv)2j−1 − (uv)g−1+(d−3j)/2+

−(uv)g−2+(d−3j)/2 + (uv)2g−3+d−3j} · coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
.

All these terms coincide with analogous terms in the proof of [M, proposition 6.4], except
for the extra multiplicative factor in that case given by −(1 + u)g(1 + v)g. In particular,

� qj 6≡2d
1 − pj 6≡2d

1 is associated to e(X+
2 )− e(X−2 ) in the proof of proposition 6.4;
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� qj≡2d
2 − pj≡2d

2 is associated to e(X+
1 )− e(X−1 ) in the proof of proposition 6.4;

� qj≡2d
i − pj≡2d

i is associated to e(X+
i ) − e(X−i ) in the proof of proposition 6.4 for all

i = 3, · · · , 6.

All these identi�cations are obtained by setting d1 := d, d2 := 0, n := d − j, so that the
invariants N1 and N2 (see the notation before proposition 6.3 in [M]) are given by:

N1 = d1 − d2 − n = d− (d− j) = j,

N2 = g − 1− d1 + 3
n

2
= g − 1− d+ 3

d− j
2

= g − 1 +
d− 3j

2
.

Then we can simply use exactly the same computations of [M], proof of proposition 6.4
in order to compute the next quantities. We do anyway all the computations following that
paper, since some of the intermediate passages are missing; moreover, we will need to do twice
almost all the same computation (see the next section), so we will do it once here and then
simply state the di�erences with the second computation. The only di�erence with [M] is that
all signs are changed and that in [M] there is an additional multiplicative term (1+u)g(1+v)g

(the sign is given by the fact that we are crossing critical values right-to-left, while in [M] the
crossing is done left-to-right; the extra multiplicative term is because on holomorphic triples
we have an extra contribution from a Jacobian). For simplicity, we will still use the notation
N1 for j and N2 for g − 1 + d−3j

2 . For every 0 ≤ j < d/3 such that d− j is even we de�ne:

HD(j, even) := HD(G(α(j)−; 3, d, 1))−HD(G(α(j)+; 3, d, 1)) =

=
∑

i=1,··· ,6
(qj≡2d
i − pj≡2d

i ) = coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·
{

(uv)2N1 − (uv)2N2

2(1− uv)2(1− (uv)2)
·
[
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2(uv)g+1 − (uv)2)− (1− u2)g(1− v2)g(1− uv)2
]

+

+
(uv)N1 − (uv)N2

(1− uv)2
(uv)g−1(1 + u)2g(1 + v)2g

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+
(uv)N2 − (uv)2N2 − (uv)N1 + (uv)2N1

(1− uv)2
·

·
[
(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

]
[1− (uv)g−1]+

+
(uv)N2−1 − (uv)2N2−1 − (uv)N1−1 + (uv)2N1−1

(1− uv)2
(1 + u)g(1 + v)g[1− (uv)g]+

+
1

2

[
(uv)2N1 − (uv)2N2

1− (uv)2

(
(1− u2)g(1− v2)g − (1 + u)g(1 + v)g

)
+

+
(uv)2N2 − 2(uv)N2 − (uv)2N1 + 2(uv)N1

(1− uv)2

(
(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

)]
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+(1 + u)g(1 + v)g
(uv)N1 + (uv)N1−1 − (uv)2N1−1 − (uv)N2 − (uv)N2−1 + (uv)2N2−1

(1− uv)(1− (uv)2)

}
=

= coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·
{

[(uv)N1 − (uv)N2 ]HD1(N1, N2)+

+[(uv)2N1 − (uv)2N2 ]HD2(N1, N2)
}

where

HD1(N1, N2) :=
(uv)g−1(1 + u)2g(1 + v)2g

(1− uv)2
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

−
[
(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

] 1− (uv)g−1

(1− uv)2
+

−(uv)−1(1 + u)g(1 + v)g
1− (uv)g

(1− uv)2
+

(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

(1− uv)2
+

+
(1 + (uv)−1)(1 + u)g(1 + v)g

(1− uv)(1− (uv)2)
=

=
(uv)g−1(1 + u)2g(1 + v)2g

(1− uv)2
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+
(1 + u)2g(1 + v)2g(uv)g−1

(1− uv)2
+

+
(1 + u)g(1 + v)g

(1− uv)2

(
−(uv)g−1 − (uv)−1(1− (uv)g) +

1 + (uv)−1

1 + uv

)
=

=
(uv)g−1(1 + u)2g(1 + v)2g

(1− uv)2
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x

]
and

HD2(N1, N2) = HD2 :=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g

(1− uv)2(1− (uv)2)
+

−(1 + u)2g(1 + v)2g(1 + 2(uv)g+1 − (uv)2)

2(1− uv)2(1− (uv)2)
− (1− u2)g(1− v2)g

2(1− (uv)2)
+

+
[(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g](1− (uv)g−1)

(1− uv)2
+

+
(uv)−1(1 + u)g(1 + v)g(1− (uv)g)

(1− uv)2
+

(1− u2)g(1− v2)g

2(1− (uv)2)
+

−(1 + u)g(1 + v)g

2(1− (uv)2)
− (1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

2(1− uv)2
+

−(uv)−1(1 + u)g(1 + v)g)

(1− uv)(1− (uv)2)
=
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=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g

(1− uv)2(1− (uv)2)
+

+
(1 + u)2g(1 + v)2g

(1− uv)2
·
(
−1 + 2(uv)g+1 − (uv)2

2(1− (uv)2)
+ (1− (uv)g−1)− 1

2

)
+

+(1 + u)g(1 + v)g ·
(
−(1− (uv)g−1) + (uv)−1(1− (uv)g)

(1− uv)2
+

− 1

2(1− (uv)2)
+

1

2(1− uv)2
− (uv)−1

(1− uv)(1− (uv)2)

)
=

=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g

(1− uv)2(1− (uv)2)
+

(1 + u)2g(1 + v)2g

(1− uv)2
·

·−1− 2(uv)g+1 + (uv)2 + 1− (uv)2 − 2(uv)g−1 + 2(uv)g+1

2(1− (uv)2)
+

+
(1 + u)g(1 + v)g

2(1− uv)2(1 + uv)
·
(
2((uv)−1 − 1)(1 + uv)− (1− uv) + (1 + uv)− 2(uv)−1

)
=

=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g−1(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
=

=
(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
+

−(uv)g−1(1− uv)(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
.

So we get that

HD(j, even) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·
{

[(uv)N1 − (uv)N2 ]
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x

]
+

+[(uv)2N1 − (uv)2N2 ] ·
[

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
+

−(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)

]}
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·
{

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2

(
(uv)2N1

1− (uv)−1x
− (uv)N1+N2+2x

1− (uv)2x
− (uv)N1+N2

1− (uv)−1x
+

+
(uv)2N2+2x

1− (uv)2x
− (uv)2N1 − (uv)2N2

1 + uv

)
+

+[(uv)2N1 − (uv)2N2 ] · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

}
=



14.3 Crossing a critical value α(j) 301

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j

(1− x)(1− uvx)
·

·
{

[(uv)2N1 − (uv)2N2 ] · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
+

+
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)

(
(uv)2N1+1(1 + (uv)−2x)

1− (uv)−1x
+

(uv)2N2(1 + (uv)3x)

1− (uv)2x
+

−(uv)N1+N2(1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)

)}
. (14.9)

14.3.3 The polynomials for G−(α(k); 3, d, 1)

In the following chapter we will also need the Hodge-Deligne polynomial of the moduli
space G−(α(k); 3, d, 1). This polynomial will have 2 di�erent expressions according to d − k
odd or even.

Lemma 14.3.1. If d− k is odd we have

HD(G−(α(k); 3, d, 1)) = qk 6≡2d
1 =

= HD(M s(2, odd))
1− (uv)2g−2+d−3k

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
· [x−k − (uv)2g−2+d−3kx−k]·

·(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
.

If d− k is even, then

HD(G−(α(k); 3, d, 1)) =
∑

i=1,··· ,6
qk≡2d
i .

Now we denote by N1 = k and N2 = g − 1 + (d− 3k)/2 and we write:

qk≡2d
2 =

1− (uv)N2(uv)g−1

(1− uv)2
(1 + u)2g(1 + v)2g·

coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
=

=
1− (uv)N2

(1− uv)2
(uv)g−1(1 + u)2g(1 + v)2g·

coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+
1− (uv)g−1

(1− uv)2
(1 + u)2g(1 + v)2g·
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coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
.

Therefore,

HD(G−(α(k); 3, d, 1)) = coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·

·
{

1− (uv)2N2

2(1− uv)2(1− (uv)2)
·
[
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2(uv)g+1 − (uv)2)− (1− u2)g(1− v2)g(1− uv)2
]

+

+
1− (uv)N2

(1− uv)2
(uv)g−1(1 + u)2g(1 + v)2g

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+
(uv)N2 − (uv)2N2

(1− uv)2
·
[
(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

]
· [1− (uv)g−1]+

+
(uv)N2−1 − (uv)2N2−1

(1− uv)2
(1 + u)g(1 + v)g[1− (uv)g]+

+
1

2

[
1− (uv)2N2

1− (uv)2

(
(1− u2)g(1− v2)g − (1 + u)g(1 + v)g

)
+

+
(uv)2N2 − 2(uv)N2 + 1

(1− uv)2

(
(1 + u)2g(1 + v)2g − (1 + u)g(1 + v)g

)]
+

+(1 + u)g(1 + v)g
1− (uv)N2 − (uv)N2−1 + (uv)2N2−1

(1− uv)(1− (uv)2)
+

+
1− (uv)g−1

(1− uv)2
(1 + u)2g(1 + v)2g

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]}
.

Now a careful comparison with the computation for HD(j, even) with j replaced by k

proves that this is equal to

coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
{

[1− (uv)N2 ]HD1(N1, N2) + [1− (uv)2N2 ]HD2+

+
1− (uv)g−1

(1− uv)2
(1 + u)2g(1 + v)2g

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]}
where HD1(N1, N2) and HD2 are computed as before (with j replaced by d). Therefore, if
d− k is even we get:

HD(G−(α(k); 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·

·
{

[1− (uv)N2 ]
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·
[

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x

]
+

+
1− (uv)g−1

(1− uv)2
(1 + u)g(1 + v)g

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+ [1− (uv)2N2 ]·
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·
[

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
− (uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)

]}
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
{

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·

·
(

(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− (uv)N1+N2

1− (uv)−1x
+

(uv)2N2+2x

1− (uv)2x
+

− (uv)N1

1− (uv)−1x
+

(uv)N2+2x

1− (uv)2x
+ 1− 1− (uv)2N2

1 + uv

)
+

+
(1 + u)g(1 + v)g

(1− uv)2

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+[1− (uv)2N2 ] · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

}
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−k

(1− x)(1− uvx)
·
{

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·

·
(

(uv)2N2+2x

1− (uv)2x
− (uv)N1+N2

1− (uv)−1x
+
uv + (uv)2N2

1 + uv

)
+

+
(1 + u)g(1 + v)g

(1− uv)2

[
(uv)N1

1− (uv)−1x
− (uv)N2+2x

1− (uv)2x
− 1

]
+

+[1− (uv)2N2 ] · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

}
.

Therefore, by substituting N1 = k and N2 = g − 1 + (d− 3k)/2, we get:

Lemma 14.3.2. If d− k is even, then

HD(G−(α(k); 3, d, 1)) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·

·

(
(uv)2g+d−3kx1−k

1− (uv)2x
− (uv)g−1+(d−k)/2x−k

1− (uv)−1x
+
uvx−k + (uv)2g−2+d−3kx−k

1 + uv

)
+

+
(1 + u)g(1 + v)g

(1− uv)2

[
(uv)kx−k

1− (uv)−1x
− (uv)g+1+(d−3k)/2x1−k

1− (uv)2x
− x−k

]
+

+[1− (uv)2g−2+d−3k]x−k · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

}
.
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14.3.4 The �last� moduli space

We observe that G+(α(0); 3, d, 1) = ∅; therefore, we get that if d = d− 0 is odd, then:

HD(GL(3, d, 1)) = HD(G(α(0)−; 3, d, 1)) = HD(G−(α(0); 3, d, 1)) =

= HD(G−(α(0); 3, d, 1))−HD(G+(α(0); 3, d, 1)) = HD(0, odd).

Now the function

f(x) :=
(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

is holomorphic around x = 0, so we get that coeffx0 f(x) = f(0) = 1. Therefore we get:

Proposition 14.3.3. If d is odd, then:

HD(G(α(0)−; 3, d, 1)) =
(

1− (uv)2g−2+d
)
·

·(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)2(1− (uv)2)
.

Since this moduli space is smooth, by setting u = v =: t, we get the Poincaré polynomial
of G(α(0)−; 3, d, 1):

PG(α(0)−;3,d,1)(t) =
(

1− t2(2g−2+d)
) (1 + t)2g(1 + t3)2g − t2g(1 + t)4g

(1− t2)2(1− t4)
=

=
(1 + t)2g[(1 + t3)2g − t2g(1 + t)2g](1− t2(2g−2+d))

(1− t2)2(1− t4)

which coincides with the formula given in [BGMMN, corollary 8.7]. Note that in that paper
this is the best that one can say about the moduli spaces G(α; 3, d, 1) for α non-critical.
Indeed, if d ≥ 3, then the value denoted by αT in that paper is given by

αT =
d− 3

2
= α(1).

So there are no critical values that we have to cross in order to get to αT starting form
α(0). Therefore, the results of this section agree with those of [BGMMN] and improve them
at least in the case (n, d, k) = (3, d, 1), d ≥ 3 and odd.

If d = d− 0 is even then

HD(G(α(0)−; 3, d, 1)) = HD(0, even) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
· [1− (uv)2g−2+d]+

+
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(
uv(1 + (uv)−2x)

1− (uv)−1x
+
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+
(uv)2g−2+d(1 + (uv)3x)

1− (uv)2x
− (uv)g−1+d/2(1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)

)}
.

Now if we write

f(x, u, v) :=
uv(1 + (uv)−2x)

1− (uv)−1x
+

(uv)2g−2+d(1 + (uv)3x)

1− (uv)2x
+

−(uv)g−1+d/2(1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)
,

then it turns out that f is holomorphic in x around x = 0 and that

coeff
x0

f(x, u, v) = f(0, u, v) = uv + (uv)2g−2+d − (uv)g−1+d/2(1 + uv) =

= uv(1 + (uv)2g−3+d − (uv)g−2+d/2 − (uv)g+d/2−1).

So we get that:

Proposition 14.3.4. If d is even, then

HD(G(α(0)−; 3, d, 1)) = (1 + u)g(1 + v)g
{

[1− (uv)2g−2+d]·

·(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
+

+
(uv)g(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

1 + (uv)2g−3+d − (uv)g−2+d/2 − (uv)g+d/2−1
)}

.

As a corollary, we get that the formula for the Poincaré polynomials (we recall that this
moduli space are smooth for all d):

PG(α(0)−;3,d,1)(t) = (1 + t)2g

{
[1− t2(2g−2+d)] · (1 + t3)2g − t2g(1 + t)2g

(1− t2)2(1− t2)
+

+
t2g(1 + t)2g

(1− t2)2(1 + t2)
·
(

1 + t2(2g−3+d) − t2g−4+d − t2g+d−2
)}

.

As a check of the correctness of proposition 14.3.4 we can compare our formula with
corollary 8.0.11 in the case when g = 2 and d = 2. In this case the previous formula for the
Hodge-Deligne polynomials becomes:

HD(G(α(0)−; 3, 2, 1)) = (1 + u)2(1 + v)2·

·
{

[1− (uv)4] · (1 + u2v)2(1 + uv2)2 − (uv)2(1 + u)2(1 + v)2

(1− uv)2(1− (uv)2)
+

+
(uv)2(1 + u)2(1 + v)2

(1− uv)2(1 + uv)
·
(
1 + (uv)3 − uv − (uv)2

)}
=

= (1 + u)2(1 + v)2 ·
{

1 + (uv)2

(1− uv)2

(
(1 + 2u2v + u4v2)(1 + 2uv2 + u2v4)+
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−(uv)2(1 + 2u+ u2)(1 + 2v + v2)
)

+
(uv)2(1 + u)2(1 + v)2

(1− uv)2(1 + uv)
· (1− uv)2(1 + uv)

}
=

= (1 + u)2(1 + v)2 ·
{

(1 + u2v2)(1− uv)−2
(
1 + 2uv2 + u2v4 + 2u2v + 4u3v3+

+2u4v5 + u4v2 + 2u5v4 + u6v6 − u2v2 − 2u2v3 − u2v4 − 2u3v2 − 4u3v3

−2u3v4 − u4v2 − 2u4v3 − u4v4
)

+ (uv)2(1 + 2u+ u2)(1 + 2v + v2)
}
.

Now a direct check proves that

1 + 2uv2 + u2v4 + 2u2v + 4u3v3 + 2u4v5 + u4v2 + 2u5v4 + u6v6 − u2v2 − 2u2v3+

−u2v4 − 2u3v2 − 4u3v3 − 2u3v4 − u4v2 − 2u4v3 − u4v4 =

= (1− uv)2[1 + 2uv + 2u2v2 + 2u3v3 + 2u2v + 2uv2 + u4v4 + 2u3v2 + 2u2v3].

Therefore by substituting we get:

HD(G(α(0)−; 3, 2, 1)) = (1 + u)2(1 + v)2 ·
{

(1 + u2v2)·

·[1 + 2uv + 2u2v2 + 2u3v3 + 2u2v + 2uv2 + u4v4 + 2u3v2 + 2u2v3]+

+u2v2(1 + 2u+ u2)(1 + 2v + v2)
}

=

= (1 + 2u+ u2)(1 + 2v + v2) ·
{

1 + 2uv + 2u2v2 + 2u3v3 + 2u2v + 2uv2 + u4v4+

+2u3v2 + 2u2v3 + u2v2 + 2u3v3 + 2u4v4 + 2u5v5 + 2u4v3 + 2u3v4 + u6v6 + 2u5v4 + 2u4v5+

+u2v2 + 2u2v3 + u2v4 + 2u3v2 + 4u3v3 + 2u3v4 + u4v2 + 2u4v3 + u4v4
}

=

= (1 + 2v + v2 + 2u+ 4uv + 2uv2 + u2 + 2u2v + u2v2) ·
{

1 + 2uv + 2u2v + 2uv2+

+4u2v2 + 4u3v2 + 4u2v3 + u4v2 + 8u3v3 + u2v4 + 4u4v3 + 4u3v4 + 4u4v4+

+2u5v4 + 2u4v5 + 2u5v5 + u6v6
}

=

= 1 + 2uv + 2u2v + 2uv2 + 4u2v2 + 4u3v2 + 4u2v3 + u4v2 + 8u3v3+

+u2v4 + 4u4v3 + 4u3v4 + 4u4v4 + 2u5v4 + 2u4v5 + 2u5v5 + u6v6+

+2v + 4uv2 + 4u2v2 + 4uv3 + 8u2v3 + 8u3v3 + 8u2v4 + 2u4v3 + 16u3v4+

+2u2v5 + 8u4v4 + 8u3v5 + 8u4v5 + 4u5v5 + 4u4v6 + 4u5v6 + 2u6v7+

+v2 + 2uv3 + 2u2v3 + 2uv4 + 4u2v4 + 4u3v4 + 4u2v5 + u4v4 + 8u3v5+

+u2v6 + 4u4v5 + 4u3v6 + 4u4v6 + 2u5v6 + 2u4v7 + 2u5v7 + u6v8+

+2u+ 4u2v + 4u3v + 4u2v2 + 8u3v2 + 8u4v2 + 8u3v3 + 2u5v2 + 16u4v3+

+2u3v4 + 8u5v3 + 8u4v4 + 8u5v4 + 4u6v4 + 4u5v5 + 4u6v5 + 2u7v6+

+4uv + 8u2v2 + 8u3v2 + 8u2v3 + 16u3v3 + 16u4v3 + 16u3v4 + 4u5v3+

+32u4v4 + 4u3v5 + 16u5v4 + 16u4v5 + 16u5v5 + 8u6v5 + 8u5v6 + 8u6v6 + 4u7v7+
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+2uv2 + 4u2v3 + 4u3v3 + 4u2v4 + 8u3v4 + 8u4v4 + 8u3v5 + 2u5v4+

+16u4v5 + 2u3v6 + 8u5v5 + 8u4v6 + 8u5v6 + 4u6v6 + 4u5v7 + 4u6v7 + 2u7v8+

+u2 + 2u3v + 2u4v + 2u3v2 + 4u4v2 + 4u5v2 + 4u4v3 + u6v2 + 8u5v3 + u4v4+

+4u6v3 + 4u5v4 + 4u6v4 + 2u7v4 + 2u6v5 + 2u7v5 + u8v6+

+2u2v + 4u3v2 + 4u4v2 + 4u3v3 + 8u4v3 + 8u5v3 + 8u4v4 + 2u6v3+

+16u5v4 + 2u4v5 + 8u6v4 + 8u5v5 + 8u6v5 + 4u7v5 + 4u6v6 + 4u7v6 + 2u8v7+

+u2v2 + 2u3v3 + 2u4v3 + 2u3v4 + 4u4v4 + 4u5v4 + 4u4v5 + u6v4 + 8u5v5+

+u4v6 + 4u6v5 + 4u5v6 + 4u6v6 + 2u7v6 + 2u6v7 + 2u7v7 + u8v8 =

= 1 + 2u+ 2v + u2 + v2 + 6uv + 8u2v + 8uv2 + 6u3v + 6uv3 + 21u2v2 + 2u4v + 2uv4+

+26u3v2 + 26u2v3 + 50u3v3 + 17u4v2 + 17u2v4 + 52u4v3 + 52u3v4 + 6u5v2 + 6u2v5+

+u6v2 + 28u5v3 + 74u4v4 + 28u3v5 + u2v6 + 6u6v3 + 6u3v6 + 52u5v4 + 52u4v5+

+17u6v4 + 17u4v6 + 50u5v5 + 26u6v5 + 26u5v6 + 2u7v4 + 2u4v7 + 21u6v6 + 6u7v5+

+6u5v7 + 8u7v6 + 8u6v7 + 6u7v7 + u8v6 + u6v8 + 2u8v7 + 2u7v8 + u8v8.

This coincides exactly with formula (8.13. We remark that it should also be possible to
compare the Hodge-Deligne polynomial obtained before for every g with the one described in
theorem 8.0.10, but this would require some more work.

14.3.5 The polynomials of the other moduli spaces

In order to compute the Hodge-Deligne polynomials of all the other moduli spaces for
(3, d, 1) (for α non-critical) we proceed as in chapter 13. So if we use together (14.8) and
(14.9), we get that for every 0 ≤ k < d/3

HD(G(α(k)−; 3, d, 1)) = HD(G(α(k)−; 3, d, 1))−HD(G(α(0)+; 3, d, 1)) =

=
∑

0≤j≤k,d−j odd

HD(j, odd) +
∑

0≤j≤k,d−j even

HD(j, even) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)

{
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·

 ∑
0≤j≤k

x−j
(

(uv)2j − (uv)2g−2+d−3j
)+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

 ∑
0≤j≤k,d−j even

x−j
(

(uv)2j+1(1 + (uv)−2x)

1− (uv)−1x
+

(uv)2g−2+d−3j(1 + (uv)3x)

1− (uv)2x
+

−(uv)g−1+(d−j)/2(1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)

]}
.
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Now if we extend the two summations for j < 0, this does not change the result since
in both cases we are adding a function f(x, u, v) that is holomorphic in x around x = 0 and
such that coeffx0 f(x, u, v) = f(0, u, v) = 0. So this does not a�ect the results after taking the
coe�cient of x0. So we can write

HD(G(α(k)−; 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·Ak+

+
(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(
Bk

1 + (uv)−2x

1− (uv)−1x
+

+Ck
1 + (uv)3x

1− (uv)2x
−Dk

(1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)

)}
,

where we use the following notation:

h := −j, l :=
d− j

2
, l0 :=

⌈
d− k

2

⌉
,

and

Ak :=
∑

−∞<j≤k
x−j(uv)2j − x−j(uv)2g−2+d−3j =

=
∑

−∞<j≤0

(uv)2kx−k(uv)2jx−j − (uv)2g−2+d−3kx−kx−j(uv)−3j =

=
∑

0≤h<+∞
(uv)2kx−k((uv)−2x)h − (uv)2g−2+d−3kx−k((uv)3x)h =

=
(uv)2kx−k

1− (uv)−2x
− (uv)2g−2+d−3kx−k

1− (uv)3x
;

Bk :=
∑

−∞<j≤k,d−j even

x−j(uv)2j+1 =
∑

(d−k)/2≤l<+∞

x2l−d(uv)2d−4l+1 =

=
∑

l0≤l<+∞
x2l−d(uv)2d−4l+1 = x2l0−d(uv)2d−4l0+1

∑
0≤l<+∞

((uv)−4x2)l =

=
(uv)2d−4l0+1x2l0−d

1− (uv)−4x2
;

Ck :=
∑

−∞<j≤k,d−j even

x−j(uv)2g−2+d−3j =
∑

(d−k)/2≤l<+∞

x2l−d(uv)2g−2−2d+6l =

=
∑

l0≤l<+∞
x2l−d(uv)2g−2−2d+6l = x2l0−d(uv)2g−2−2d+6l0

∑
0≤l<+∞

((uv)6x2)l =
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=
(uv)2g−2−2d+6l0x2l0−d

1− (uv)6x2
;

Dk :=
∑

−∞<j≤k,d−j even

x−j(uv)g−1+(d−j)/2 =
∑

(d−k)/2≤l<+∞

x2l−d(uv)g−1+l =

=
∑

l0≤l<+∞
x2l−d(uv)g−1+l = x2l0−d(uv)g−1+l0

∑
0≤l<+∞

(uvx2)l =

=
(uv)g−1+l0x2l0−d

1− uvx2
.

So we get:

HD(G(α(k)−); 3, d, 1) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

(uv)2d−4l0+1x2l0−d

1− (uv)−4x2
·

·1 + (uv)−2x

1− (uv)−1x
+

(uv)2g−2−2d+6l0x2l0−d

1− (uv)6x2
· 1 + (uv)3x

1− (uv)2x
+

−(uv)g−1+l0x2l0−d

1− uvx2
· (1 + uv)(1− uvx2)

(1− (uv)−1x)(1− (uv)2x)

)}
.

Therefore, by rearranging and simplifying we get:

Theorem 14.3.5. For every smooth projective irreducible curve C of genus g ≥ 2 and for

every d > 0 and for every critical value

α(k) = (d− 3k)/2, 0 ≤ k < d/3

the following formula holds for the Hodge-Deligne polynomial of the moduli space G(α(k)−; 3, d, 1).

HD(G(α(k)−; 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

(uv)2d−4l0+1x2l0−d

(1− (uv)−2x)(1− (uv)−1x)
+

+
(uv)2g−2−2d+6l0x2l0−d

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g−1+l0x2l0−d

(1− (uv)−1x)(1− (uv)2x)

)}
, (14.10)

where l0 := d(d− k)/2e.
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Remark 14.3.1. As a check for the correctness of the formula above, let us denote by p the
previous polynomial and let us verify Poincaré duality for it. As in the previous chapter, we
simply substitute u and v with their inverses and x with uvx.

p(u−1, v−1) = (uv)−g(1 + u)g(1 + v)g coeff
x0

(1 + vx)g(1 + ux)g

(1− uvx)(1− x)
·

·
{

(uv)−3g(1 + u2v)g(1 + uv2)g − (uv)−2g(1 + u)g(1 + v)g

(uv)−4(1− uv)2((uv)2 − 1)
·
(

(uv)−3kx−k

1− (uv)3x
+

−(uv)3k+2−2g−d(uv)−kx−k

1− (uv)−2x

)
+

(uv)1−2g(1 + u)g(1 + v)g

(uv)−3(1− uv)2(1 + uv)
·

·
(

(uv)4l0−2d−1(uv)2l0−dx2l0−d

(1− (uv)3x)(1− (uv)2x)
+

(uv)2+2d−2g−6l0(uv)2l0−dx2l0−d

(1− (uv)−2x)(1− (uv)−1x)
+

−(uv)−1(1 + uv)(uv)1−g−l0(uv)2l0−dx2l0−d

(1− (uv)2x)(1− (uv)−1x)

)}
=

= (uv)−g(1 + u)g(1 + v)g coeff
x0

(1 + vx)g(1 + ux)g

(1− x)(1− uvx)
·

·
{

(uv)4−3g (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
(uv)2−2g−d·

·
(

(uv)2kx−k

1− (uv)−2x
− (uv)2g−2+d−3kx−k

1− (uv)3x

)
+ (uv)5−3g (uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·(uv)1−2g−d
(

(uv)2d−4l0+1x2l0−d

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g−2−2d+6l0x2l0−d

(1− (uv)3x)(1− (uv)2x)
+

− (1 + uv)(uv)g−1+l0x2l0−d

(1− (uv)−1x)(1− (uv)2x)

)}
= (uv)−(6g+d−6)p(u, v).

Now according to [BGMN], the moduli spaces G(α; 3, d, 1) are smooth for α non-critical
and their dimension coincides with the expected dimension β(3, d, 1) = 6g + d − 6, so the
previous polynomials satisfy Poincaré duality.

Remark 14.3.2. Up to a multiplicative term (1 + u)g(1 + v)g (see remark 13.3.1) the previous
polynomials coincide with the ones described in [M, theorem 6.5] for the moduli spaces of
stable triples, after setting d1 := d, d2 := 0, n0 := d− k, so that

n0 = 2b(n0 + 1)/2c = 2dn0/2e = 2d(d− k)/2e = 2l0.

As a corollary, we can compute the Hodge-Deligne polynomials for the moduli spaces of
stable objects at any critical value:

Gs(α(k); 3, d, 1) ' G(α(k)+; 3, d, 1) rG+(α(k); 3, d, 1) '

' G(α(k)−; 3, d, 1) rG−(α(k); 3, d, 1).

This result will be used in the computation for the case n = 4, k = 1. The polynomials
will have 2 di�erent forms according to d − k being odd or even. In both cases, we simply
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consider the di�erence between the formula of the previous theorem and the formula for the
Hodge-Deligne polynomial of G−(α(k); 3, d, 1) already written.

If d − k is odd, then l0 = d(d − k)/2e = (d − k + 1)/2, so by combining theorem 14.3.5
with lemma 14.3.1 we get:

HD(Gs(α(k); 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

(uv)2k−1x1−k

(1− (uv)−2x)(1− (uv)−1x)
+

+
(uv)2g+d+1−3kx1−k

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g−1+(d−k+1)/2x1−k

(1− (uv)−1x)(1− (uv)2x)

)}
+

−(1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
· [x−k − (uv)2g−2+d−3kx−k]·

·(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x
− x−k + (uv)2g−2+d−3kx−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·
(

(uv)2k−1x1−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d+1−3kx1−k

(1− (uv)3x)(1− (uv)2x)
+

−(1 + uv)(uv)g−1+(d−k+1)/2x1−k

(1− (uv)−1x)(1− (uv)2x)

)}
.

Therefore, we get that:

Corollary 14.3.6. For every curve C as before and for every critical value

α(k) = (d− 3k)/2, 0 ≤ k < d/3

such that d− k is odd, the following formula holds:

HD(Gs(α(k); 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+
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−(uv)2g+1+d−3kx1−k

1− (uv)3x
− x−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·
(

(uv)2k−1x1−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d+1−3kx1−k

(1− (uv)3x)(1− (uv)2x)
+

−(1 + uv)(uv)g−1+(d−k+1)/2x1−k

(1− (uv)−1x)(1− (uv)2x)

)}
.

As a check for the correctness of this formula, we can consider the case k = 0, where we
obtain the zero polynomial. This agrees with the fact that the space Gs(d/2; 3, d, 1) is empty
since d/2 is the last critical value for (3, d, 1).

If d− k is even, then l0 = d(d− k)/2e = (d− k)/2, so by combining theorem 14.3.5 with
lemma 14.3.2 we get:

HD(Gs(α(k); 3, d, 1)) = (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·
(

(uv)2kx−k

1− (uv)−2x
+

−(uv)2g−2+d−3kx−k

1− (uv)3x

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·
(

(uv)2k+1x−k

(1− (uv)−2x)(1− (uv)−1x)
+

+
(uv)2g+d−2−3kx−k

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g−1+(d−k)/2x−k

(1− (uv)−1x)(1− (uv)2x)

)}
+

−(1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2
·

·

(
(uv)2g+d−3kx1−k

1− (uv)2x
− (uv)g−1+(d−k)/2x−k

1− (uv)−1x
+
uvx−k + (uv)2g−2+d−3kx−k

1 + uv

)
+

+
(1 + u)g(1 + v)g

(1− uv)2

[
(uv)kx−k

1− (uv)−1x
− (uv)g+1+(d−3k)/2x1−k

1− (uv)2x
− x−k

]
+

+[1− (uv)2g−2+d−3k]x−k · (1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)

}
=

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·
(

(uv)2kx−k

1− (uv)−2x
− (uv)2g−2+d−3kx−k

1− (uv)3x
− x−k + (uv)2g−2+d−3kx−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)2k+1x−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d−2−3kx−k

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g−1+(d−k)/2x−k

(1− (uv)−1x)(1− (uv)2x)
+

−(uv)2g+d−3k(1 + uv)x1−k

1− (uv)2x
+

(uv)g−1+(d−k)/2(1 + uv)x−k

1− (uv)−1x
− uvx−k − (uv)2g−2+d−3kx−k

)
+
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−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)kx−k

1− (uv)−1x
− (uv)g+1+(d−3k)/2x1−k

1− (uv)2x
− x−k

]}
.

Therefore, by rearranging we get that:

Corollary 14.3.7. For every critical value

α(k) = (d− 3k)/2, 0 ≤ k < d/3

such that d− k is even, the following formula holds:

HD(Gs(α(k); 3, d, 1)) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·
(

(uv)2kx−k

1− (uv)−2x
− (uv)2g+1+d−3kx1−k

1− (uv)3x
− x−k

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)2k+1x−k

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+d+4−3kx2−k

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(d−k)/2x1−k

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−k
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)kx−k

1− (uv)−1x
− (uv)g+1+(d−3k)/2x1−k

1− (uv)2x
− x−k

]}
.

Also in this case, a check for the correctness of this formula is given by considering the
case k = 0, where we obtain the zero polynomial, that agrees with the fact that the space
Gs(d/2; 3, d, 1) is empty.





Chapter 15

Case n=4, k=1

First of all, let us compute the critical values for the triple (4, d, 1). By [BGMN, �2 and
proposition 4.2], the non-zero virtual critical values are all in the set

{
nd′ − n′d
n′k − nk′

s.t. 0 ≤ k′ ≤ k, 0 < n′ < n, n′k 6= nk′, d′ ∈ Z
}
∩
]
0,

d

n− k

[
.

In our case, this gives{
4d′ − n′d
n′ − 4k′

s.t. k = 0, 1, n′ = 1, 2, 3, d′ ∈ Z
}
∩
]
0,
d

3

[
.

So we have the following 6 types of non-zero virtual critical values:

(1) if k′ = 1, n′ = 1, {d3 −
4
3d
′ s.t. 0 < d′ < d

4};

(2) if k′ = 1, n′ = 2, {d− 2d′ s.t. d
3 < d′ < d

2};

(3) if k′ = 1, n′ = 3, {3d− 4d′ s.t. 2
3d < d′ < 3

4d};

(4) if k′ = 0, n′ = 3, {4
3d
′ − d s.t. 3

4d < d′ < d};

(5) if k′ = 0, n′ = 2, {2d′ − d s.t. d
2 < d′ < 2

3d};

(6) if k′ = 0, n′ = 1, {4d′ − d s.t. d
4 < d′ < d

3}.

Now the �rst 3 sets coincide with the last 3 ones (the bijection is given by replacing d′ in
the �rst 3 sets by d− d′ in the last 3 ones), so we need to consider only the �rst 3 sets. The
best way of parametrizing all such objects at the same time is to consider the set{

α(j) :=
d− 2j

3
s.t. 0 < j <

d

2

}
. (15.1)

Since we will also need to cross the value d/3, we will consider also α(0) = d/3 as a critical
value. Such a set contains (1), (2) and (3) by setting respectively j = 2d′, j = 3d′ − d and
j = 6d′ − 4d. According to this parametrization and to the identi�cation of (1), (2), (3) with
(4), (5), (6) we will get that:

315
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� the cases (1) and (4) are possible only for those values of 0 ≤ j < d/2 such that
j ≡ 0 mod 2;

� the cases (2) and (5) are possible only for those values of 0 ≤ j < d/2 such that
j ≡ −d ≡ 2d mod 3;

� the cases (3) and (6) are possible for those values of 0 ≤ j < d/2 such that j ≡ −4d ≡
2d mod 6.

In particular, if we rewrite the previous relations mod 6, we get that the class of j mod 6

can only belong to the set {0, 2, 4, 2d, 2d + 3}mod 6 = {0, 2, 4, 2d + 3}mod 6. In particular,
this proves that at most 4 of the 6 classes of j modulo 6 are obtained, so the set (15.1) is
overabundant. In particular,

� if d ≡ 0 mod 3 (i.e. d ≡ 0, 3 mod 6) then all these values coincide with {0, 2, 3, 4};

� if d ≡ 1 mod 3 (i.e. d ≡ 1, 4 mod 6) then all these values coincide with {0, 2, 4, 5};

� if d ≡ 2 mod 3 (i.e. d ≡ 2, 5 mod 6) then all these values coincide with {0, 1, 2, 4}.

So in all the various cases not all the possible values of j correspond to actual critical values.
In particular, we will be interested in crossing the critical values in the interval [αT , d/3]. By
[BGMMN, lemma 2.4], αT is given by (d− 4)/3 whenever d ≥ 4. Therefore the critical values
we are interested in are given by

αT =
d− 4

3
= α(2) <

d− 2

3
= α(1) <

d

3
= α(0).

In other terms, we will be interested in particular in j ∈ {0, 1, 2}. The values 0, 2 are always
obtained in all the 3 cases, while the value j = 1 is obtained only in the case d ≡ 2 mod 3.

15.1 The moduli spaces G+(α(j); 4, d, 1)

Let us �x any critical value α(j) = (d − 2j)/3 with 0 ≤ j < d/2 and let us consider
any object (E, V ) ∈ G+(α(j); 4, d, 1) (if j = 0, we will obtain the empty set and the zero
polynomial, so this will not give any problem for our computation). Since n = 4, then all the
objects of G+(α(j); 4, d, 1) have length r of the α(j)-Jordan-Hölder �ltration equal to 2, 3 or
4. So let us consider the 3 di�erent cases separately.

15.1.1 Case r = 2

By applying lemma 1.0.6, any (E, V ) in G+(α(j); 4, d, 1) with length of the αc-JHF equal
to 2 sits in a non-split exact sequence:

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (15.2)
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with conditions (a)-(b). Then condition (a) implies that k1 = 0, but a priori n1 can be either
equal to 1, 2 or 3.

(1) If n1 = 3, then n2 = 1; since µα(j)(E, V ) = d/3 − j/6, then condition (b) implies
that d1 = d − j/2. Therefore, this case is possible only if j ≡ 0 mod 2. If we assume that
condition, then both d1 = d − j/2 and d2 = j/2 are non-negative integers. Since r = 2, we
must impose that both (Q1,W1) = (Q1, 0) and (Q2,W2) are α(j)-stable. Since there are no
critical values for (3, d1, 0) and (1, d2, 1), this simply means that we are considering all pairs
(Q1, 0), (Q2,W2) such that:

(Q1, 0) ∈M s(3, d− j/2) = G1, (Q2,W2) ∈ G(1, j/2, 1) = G2.

Since H0
21 = H2

21 = 0, we get

dim Ext1((Q2,W2), (Q1, 0)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= 3(g − 1)− (d− j/2) + 3j/2 + (d− j/2)− 3(g − 1) = 3j/2.

Then we can apply proposition 5.0.5 for r = 2. So for every critical value α(j) such that
j ≡ 0 mod 2 we get a contribution to G+(α(j); 4, d, 1) by a projective bundle over G1 × G2

with �bers isomorphic to P3j/2−1. So we get the polynomial:

pj≡20
1 := HD(M s(3, d− j/2))

1− (uv)3j/2

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

If j = 0, this is the zero polynomial, as it should be.

Now we recall that we are assuming that j is even, so:

� d− j/2 ≡ 0 mod 3 if and only if j ≡ 2d mod 6;

� d− j/2 6≡ 0 mod 3 if and only if j ≡ 2d+ 2 mod 6 or j ≡ 2d+ 4 mod 6.

In the �rst case, we don't know an explicit formula for the Hodge-Deligne polynomial of
M s(3, d− j/2); in the second case we have an explicit formula, as described in chapter 8 (and
such a formula does not depend on j or d). We will denote the corresponding 2 polynomials
by HD(M(3, j ≡6 2d)) and HD(M s(3, j ≡6 2d+ 2)) = HD(M s(3, j ≡6 2d+ 4)) respectively.
According to that notation, we denote by pj≡62d

1 and pj≡62d+2
1 = pj≡62d+4

1 the corresponding
polynomials.

(2) If n1 = 2, then n2 = 2. Moreover, condition (b) implies that d1 = (2d − j)/3, so
this case is possible only if j ≡ 2d mod 3, that is j ∈ {2d, 2d + 3}mod 6. If we assume that
condition, then both d1 and d2 = d− d1 = (d+ j)/3 are non-negative integers.

Now we recall that both (Q1, 0) and (Q2,W2) must be strictly α(j)-stable (otherwise, the
length of the Jordan-Hölder �ltration would be bigger than 2). So we need to consider 2 cases:
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(a) if j ≡ 2d mod 6, then d1 = (2d− j)/3 is even, so we are considering

(Q1, 0) ∈M s

(
2,

2d− j
3

)
= M s(2, even) =: G1;

(b) if j ≡ 2d+ 3 mod 6, then d1 = (2d− j)/3 is odd, so we are considering

(Q1, 0) ∈M s

(
2,

2d− j
3

)
= M s(2, odd) = M ss(2, odd) =: G′1.

Analogously, (Q2,W2) must be an object of the moduli space Gs(α(j); 2, (d+j)/3, 1). Such
a scheme is not empty if and only if 0 < α(j) < (d+ j)/3, but this condition is automatically
satis�ed by de�nition of α(j) for all j > 0 (for j = 0 the moduli space of semistable objects is
non-empty, while the stable locus is empty). Then we have to verify if α(j) is critical for the
triple (2, (d + j)/3, 1). According to the computations of chapter 13, α(j) is critical for such
a triple if and only if α(j) = (d+ j)/3− 2k for some 0 ≤ k < (d+ j)/6. So this gives:

d− 2j

3
= α(j) =

d+ j

3
− 2k =

d+ j − 6k

3
⇔ j = 2k.

So α(j) is critical for (2, (d+j)/3, 1) if and only if j = 2k for some 0 ≤ k < (d+j)/6. If we
set j = 2k, this is equivalent to imposing 0 ≤ j < (d+ j)/3, that is equivalent to 0 ≤ j < d/2.
These are exactly the conditions we already put on j, so α(j) is critical for (2, (d+ j)/3, 1) if
and only if j is any admissible value (i.e. 0 ≤ j < d/2) such that j ≡ 0 mod 2. Now we have
to distinguish 2 cases as follows.

(i) If j ≡ 0 mod 2, then (d − 2j)/3 is a critical value for (2, (d + j)/3, 1). In particular, if
we set k := j/2 ∈ N0, then we can write (d − 2j)/3 = (d + j)/3 − 2k and we need to
consider

(Q2,W2) ∈ Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
=: G2.

According to corollary 13.3.2 with d replaced by (d + j)/3 and k replaced by j/2, we
have that

HD(G2) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+1+(d−2j)/3x1−j/2

1− x(uv)2
− x−j/2

]
.

By remark 13.3.4, this is the zero polynomial if k = 0, i.e. if j = 0.

(ii) If j ≡ 1 mod 2, then we can de�ne k := (j − 1)/2 ∈ N0, so that

d− 2j

3
=
d+ j

3
− 2k − 1.
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Then if we recall that the critical values of (2, (d+ j)/3, 1) are of the form (d+ j)/3−2k,
we need to consider

(Q2,W2) ∈ Gs

(
d+ j

3
− 2k − 1; 2,

d+ j

3
, 1

)
=

= Gs

(
d+ j

3
− 2k − ε; 2,

d+ j

3
, 1

)
=: G′2.

According to theorem 13.3.1 with d replaced by (d + j)/3 and k replaced by (j − 1)/2,
we have that

HD(G′2) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
.

We recall that we are under the hypothesis j ∈ {2d, 2d + 3}mod 6. Therefore, under that
condition we have j ≡ 0 mod 2 if and only if j ≡ 2d mod 6 and j ≡ 1 mod 2 if and only if
j ≡ 2d+ 3 mod 6. So cases (a) and (b) match with cases (i) and (ii) respectively.

Since H0
21 = H2

21 = 0 for all values of j, we get:

dim Ext1((Q2,W2), (Q1, 0)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= 4(g − 1)− 22d−j
3 + 2d+j

3 + 2d−j
3 − 2(g − 1) = 2g − 2 + j.

So for every critical value α(j) such that j ≡ 2d mod 3, we get a contribution toG+(α(j); 4,

d, 1) by:

� a projective bundle over G1 ×G2 with �bers isomorphic to P2g−3+j if j ≡ 2d mod 6;

� a projective bundle over G′1 ×G′2 with the same �bers if j ≡ 2d+ 3 mod 6;

So we get the polynomials

pj≡62d
2 =

1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
·

·(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+1+(d−2j)/3x1−j/2

1− x(uv)2
− x−j/2

]
· 1− (uv)2g−2+j

1− uv
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and

pj≡62d+3
2 =

(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)(1− (uv)2)
·

·(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
· 1− (uv)2g−2+j

1− uv

according to the 2 possible values of j modulo 6.

If j = 0 (and d ≡ 0 mod 3), then we are in the �rst case and the associated polynomial p2

is the zero polynomial, as it should be.

(3) If n1 = 1, then n2 = 3. Moreover, condition (b) implies that d1 = (2d − j)/6, so
this case is possible only if j ≡ 2d mod 6. If we assume that condition, then both d1 and
d2 = d− d1 = (4d+ j)/6 are non-negative integers.

Now both (Q1, 0) and (Q2,W2) must be strictly α(j)-stable. For (Q1, 0), this simply
amounts to considering all possible (Q1, 0) ∈ J (2d−j)/6 =: G1. On the other hand, (Q2,W2)

must be an object of the moduli space Gs(α(j); 3, (4d + j)/6, 1). Such a scheme is non-
empty if and only if α(j) < (4d + j)/12, but this condition is automatically satis�ed by
de�nition of α(j) for all j > 0 (if j = 0, the semistable locus is non-empty, while the stable
locus is empty). Then we have to verify if α(j) is critical for the triple (3, (4d + j)/6, 1).
According to the computations of chapter 14, α(j) is critical for such a triple if and only if
α(j) = d2/2− 3k/2 = (4d+ j)/12− 3k/2 for some 0 ≤ k < d2/3 = (4d+ j)/18. So this gives:

d− 2j

3
= α(j) =

4d+ j

12
− 3k

2
=

4d+ j − 18k

12
⇔ j = 2k.

So α(j) is critical for (3, d2, 1) if and only if j = 2k for some 0 ≤ k < (4d+ j)/18. If we set
j := 2k, this is equivalent to imposing 0 ≤ j < (4d+ j)/9. These conditions are equivalent to
0 ≤ j < d/2, that are exactly the conditions we already put on j. Therefore, α(j) is critical for
(3, d2, 1) if and only if j is any admissible value (i.e. 0 ≤ j < d/2) such that j ≡ 0 mod 2. But
we recall that the case we are considering is possible only when j ≡ 2d mod 6, that implies
j ≡ 0 mod 2. Therefore, when this case is possible, α(j) is always critical for (3, d2, 1). Then
if we de�ne k := j/2 ∈ N0, we need to consider

(Q2,W2) ∈ Gs

(
1

2

(
4d+ j

6
− 3k

)
; 3,

4d+ j

6
, 1

)
=: G2.

Now we recall that according to chapter 14 we have 2 di�erent formulae for the Hodge-
Deligne polynomial of Gs((d′− 3k′)/2; 3, d′, 1) depending on d′− k′ being odd or even. In our
case d′ = (4d+ j)/6 and k′ = j/2, so
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d′ − k′ = 4d+ j

6
− j

2
=

4d− 2j

6
=

2d− j
3

.

Since in this case we are assuming j ≡ 2d mod 6, then d′ − k′ is even, so we can apply
corollary 14.3.7 with d replaced by (4d+ j)/6 and k replaced by j/2 and we get

HD(G2) = (1 + u)g(1 + v)g·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·

(
(uv)jx−j/2

1− (uv)−2x
− (uv)2g+1+(2d−4j)/3x1−j/2

1− (uv)3x
− x−j/2

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)j+1x−j/2

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+4+(2d−4j)/3x2−j/2

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(2d−j)/6x1−j/2

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−j/2
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)j/2x−j/2

1− (uv)−1x
− (uv)g+1+(d−3j)/3x1−j/2

1− (uv)2x
− x−j/2

]}
.

Now for all values of j we have that H0
21 = H2

21 = 0, so:

dim Ext1((Q2,W2), (Q1, 0)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2 =

= 3(g − 1)− 32d−j
6 + 4d+j

6 + 2d−j
6 − (g − 1) = 2g − 2 + j/2.

Then we get a projective bundle over G1 ×G2 with �bers isomorphic to P2g−3+j/2. So we
get the polynomial

pj≡62d
3 := HD(G1)HD(G2)HD(P2g−3+j/2) =

= (1 + u)g(1 + v)g
1− (uv)2g−2+j/2

1− uv
HD(G2) =

= (1 + u)2g(1 + v)2g 1− (uv)2g−2+j/2

1− uv
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·

(
(uv)jx−j/2

1− (uv)−2x
− (uv)2g+1+(2d−4j)/3x1−j/2

1− (uv)3x
− x−j/2

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)j+1x−j/2

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+4+(2d−4j)/3x2−j/2

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(2d−j)/6x1−j/2

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−j/2
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)j/2x−j/2

1− (uv)−1x
− (uv)g+1+(d−3j)/3x1−j/2

1− (uv)2x
− x−j/2

]}
.
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15.1.2 Case r = 3

In this case the graded of (E, V ) is necessarily made of 3 objects of the form (Q1, 0),
(Q2, 0), (Q3,W3) (a priori not necessarily in this order) where 2 of the Qi's are line bundles
and one is a vector bundle of rank 2. So we need to consider 3 possibilities.

(a) If Q3 is the vector bundle of rank 2, then necessarily Q1 and Q2 are line bundles of the
same degree d1 = d2 = (2d− j)/6 and Q3 has degree d3 = (d+ j)/3.

(b) If Q3 is a line bundle, then we get that d3 = j/2; if Q1 is a line bundle, then it has degree
d1 = (2d− j)/6 and Q2 is a vector bundle of rank 2 and degree d2 = (2d− j)/3.

(c) If Q3 is a line bundle, then we get that d3 = j/2; if Q2 is a line bundle, then it has degree
equal to d2 = (2d− j)/6 and Q1 is a vector bundle of rank 2 and degree d1 = (2d− j)/3.

Therefore, all the 3 cases are possible only when j ≡ 2d mod 6. For each case we have to
consider 2 di�erent subcases according to the various α(j)-canonical �ltrations.

(1) Unique α(j)-Jordan-Hölder �ltration. If the �ltration is unique, we need to �x
the order of the 3 objects of the graded. The object (Q3,W3) must be necessarily the last ob-
ject of the graded, otherwise it destabilizes (E, V ) for α(j)+. Therefore we have the following
possibilities.

(1a) Let us suppose that the graded is given by (Q1, 0)⊕ (Q2, 0)⊕ (Q3,W3) with:

� Q1 and Q2 both line bundles of degree d1 = d2 = (2d− j)/6;

� (Q3,W3) with Q3 vector bundle of rank 2 and degree d3 = (d+ j)/3.

In this case Hom ((Q3,W3), (Q2, 0)) = 0 by lemma 1.0.4: indeed both objects are αc-stable
with the same slope and they are not isomorphic since their types are di�erent. Then we have
to consider two subcases as follows

(1a-i) If we suppose that (Q1, 0) 6' (Q2, 0), then we can apply proposition 6.1.2 in order
to parametrize all the corresponding (E, V )'s. In this case Hom((Q2, 0), (Q1, 0)) = 0, so the
invariant a of that proposition can only assume the value

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 = n1n2(g − 1)− d1n2 + d2n1 = g − 1

on the set Ua = G1 × G2 r ∆12. So we have a projective bundle Ra over Ua with �bers
isomorphic to Pa−1 = Pg−2. If we write E2 = (E2, 0) for any non-split extension of Q2 by
Q1, we get that E2 is a vector bundle of rank N2 = 2 and degree D2 = 2d1 = (2d − j)/3.
Moreover, Ext2((Q3,W3), (E2, 0)) = 0 because k3 = 1 and also Hom(−,−) = 0; therefore we
get that the invariant b can assume only the value:

b = dim Ext1((Q3,W3), (E2, 0)) =



15.1 The moduli spaces G+(α(j); 4, d, 1) 323

= N2n3(g − 1)−D2n3 + d3N2 + k3D2 − k3N2(g − 1) =

= 4(g − 1)− 2D2 + 2d3 +D2 − 2(g − 1) = 2(g − 1)−D2 + 2d3 =

= 2g − 2− (2d− j)/3 + 2(d+ j)/3 = 2g − 2 + j.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3,W3), (Q1, 0)) = C31 =

= n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) =

= 2(g − 1)− 2d1 + d3 + d1 − (g − 1) = g − 1− d1 + d3 =

= g − 1− (2d− j)/6 + (d+ j)/3 = g − 1 + j/2.

Therefore, we can assume that Ua,b,c = Ra × G3 and we have a bundle Ra,b,c over Ua,b,c
with �bers isomorphic to Pb−1rPc−1 = P2g−3+jrPg−2+j/2, that parametrizes all the (E, V )'s
under consideration. We recall that G1 = G2 = J (d−2j)/6C. Since j ≡ 2d mod 6, then we
can de�ne k := j/2 ∈ N0; since 0 ≤ j < d/2, then we get that 0 ≤ k < (d + j)/6. So we are
considering all the (Q3,W3)'s in the scheme

G3 = Gs

(
d− 2j

3
; 2,

d+ j

3
, 1

)
= Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
.

Then we can use corollary 13.3.2 with d replaced by (d+ j)/3 and k replaced by j/2 and
we get that

HD(G3) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
. (15.3)

Then we get the Hodge-Deligne polynomial

pj≡62d
4 := HD(Ra,b,c) =

(
HD(P2g−3+j)−HD(Pg−2+j/2)

)
HD(G3)HD(Ra) =

=
(
HD(P2g−3+j)−HD(Pg−2+j/2)

)
HD(Pg−2)·

·HD(G3) · HD(G1) (HD(G1)− 1) =

=
(uv)g−1+j/2 − (uv)2g−2+j

1− uv
· 1− (uv)g−1

1− uv
· (1 + u)g(1 + v)g

1− uv
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

·(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1).

By using remark 13.3.4 we get that if j = 0 (that is, if k = 0), then p4 is the zero polynomial.
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(1a-ii) Let us suppose that (Q1, 0) ' (Q2, 0). Since k3 = 1, then we get that Ext2((Q3,W3),

(Q1, 0)) = 0. So we can apply proposition 6.1.4 in order to parametrize all the corresponding
(E, V )'s. In this case we need to compute the invariants:

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 + 1 = g

and

b = dim Ext1((Q3,W3), (Q1, 0)) = C31 = g − 1 + j/2.

Therefore, we get a projective bundle Ra over G1 = G2 with �bers isomorphic to Pg−1;
the (E, V )'s we are interested in are parametrized by a bundle Ra,b over Ra ×G3 with �bers
isomorphic to Cg−2+j/2 × Pg−2+j/2. In this case the schemes G1 and G3 are as in case (1a-i),
so we get the polynomial:

pj≡62d
5 := HD(G1)HD(G3)HD(Cg−2+j/2)HD(Pg−2+j/2)HD(Pg−1) =

= (1 + u)g(1 + v)g
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

·(uv)g−2+j/2 1− (uv)g−1+j/2

1− uv
· 1− (uv)g

1− uv
.

As in the proof for p4, also p5 is zero if j = 0.

(1b) Let us suppose that the graded is given by (Q1, 0)⊕ (Q2, 0)⊕ (Q3,W3), where:

� Q1 is a line bundle of degree d1 = (2d− j)/6;

� Q2 is a vector bundle of rank 2 and degree d2 = (2d− j)/3;

� Q3 is a line bundle of degree d3 = j/2.

Since Q1 is a line bundle and Q2 is a vector bundle of rank 2, then these 2 coherent
systems cannot be isomorphic; since they are both αc-stable, then lemma 1.0.4 implies that
Hom((Q2, 0), (Q1, 0)) = 0. Moreover, we have also that Hom ((Q3,W3), (Q2, 0)) = 0 because
both objects are αc-stable with the same slope and they are not isomorphic. Then we can
apply proposition 6.1.2 in order to parametrize all the corresponding (E, V )'s. In this case
the invariant a can only assume the value

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 2(g − 1)− 2d− j
3

+
2d− j

3
= 2g − 2

on the set Ua = G1 × G2. So we get a projective bundle Ra over Ua with �bers isomorphic
to P2g−3. If we write E2 = (E2, 0) for any extension of Q2 by Q1, we get that N2 = 3 and
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D2 = d1 + d2 = d − j/2. Moreover, Ext2((Q3,W3), (E2, 0)) = 0 because k3 = 1 and also
Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((Q3,W3), (E2, 0)) =

= N2n3(g − 1)−D2n3 + d3N2 + k3D2 − k3N2(g − 1) =

= 3(g − 1)−D2 + 3d3 +D2 − 3(g − 1) = 3d3 = 3j/2.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3,W3), (Q1, 0)) = C31 =

= n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) =

= (g − 1)− d1 + d3 + d1 − (g − 1) = d3 = j/2.

Therefore, we get that Ua,b,c = Ra ×G3 and we get a bundle Ra,b,c over Ua,b,c with �bers
isomorphic to Pb−1rPc−1 = P3j/2−1rPj/2−1. Now the objects (Qi,Wi)'s vary in the following
sets:

(Q1, 0) ∈ G1 = J (2d−j)/6C, (Q2, 0) ∈ G2 = M s(2, (2d− j)/3),

(Q3,W3) ∈ G3 = G(1, j/2, 1).

Since we are assuming that j ≡ 2d mod 6, then (2d − j)/3 is even, so for the scheme G2

we need to use formula (8.11). Then we get the Hodge-Deligne polynomial

pj≡62d
6 := HD(Ra,b,c) =

(
HD(P3j/2−1)−HD(Pj/2−1)

)
HD(G3)HD(Ra) =

=
(uv)j/2 − (uv)3j/2

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·HD(P2g−3) · HD(J (2d−j)/6C) · HD(M s(2, even)) =

=
(uv)j/2 − (uv)3j/2

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)2g−2

1− uv
·

·(1 + u)g(1 + v)g · 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
.

Also in this case, if j = 0, then we get the zero polynomial.

(1c) Let us suppose that the graded is given by (Q1, 0)⊕ (Q2, 0)⊕ (Q3,W3) where:

� Q1 is a vector bundle of rank 2 and degree d1 = (2d− j)/3;

� Q2 is a line bundle of degree d2 = (2d− j)/6;

� Q3 is a line bundle of degree d3 = j/2.
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Also in this case Hom ((Q3,W3), (Q2, 0)) = 0. Since Q1 is a vector bundle of rank 2 and
Q2 is a line bundle, then these 2 coherent systems cannot be isomorphic; therefore we can
apply again proposition 6.1.2 in order to parametrize all the corresponding (E, V )'s. Since
Hom((Q2,W2), (Q1,W1)) = 0, then the invariant a can only assume the value

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 2(g − 1)− (2d− j)/3 + (2d− j)/3 = 2g − 2

on the set Ua = G1×G2. So we will get a projective bundle Ra over Ua with �bers isomorphic
to P2g−3. If we write E2 = (E2, 0) for any non-split extension of Q2 by Q1, we get that N2 = 3

and D2 = d1 + d2 = d− j/2. Moreover, Ext2((Q3,W3), (E2, 0)) = 0 because k3 = 1 and also
Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((Q3,W3), (E2, 0)) =

= N2n3(g − 1)−D2n3 + d3N2 + k3D2 − k3N2(g − 1) =

= 3(g − 1)−D2 + 3d3 +D2 − 3(g − 1) = 3d3 = 3j/2.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3,W3), (Q1, 0)) = C31 =

= n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) =

= 2(g − 1)− d1 + 2d3 + d1 − 2(g − 1) = 2d3 = j.

Therefore, we get that Ua,b,c = Ra ×G3 and we get a bundle Ra,b,c over Ua,b,c with �bers
isomorphic to Pb−1 rPc−1 = P3j/2−1 rPj−1. Now the objects (Qi,Wi)'s vary in the following
sets:

(Q1, 0) ∈ G1 = M s(2, (2d− j)/3), (Q2, 0) ∈ G2 = J (2d−j)/6C,

(Q3,W3) ∈ G3 = G(1, j/2, 1).

Since we are assuming that j ≡ 2d mod 6, then (2d − j)/3 is even, so for the scheme G1

we need to use formula (8.11). Then we get the Hodge-Deligne polynomial

pj≡62d
7 := HD(Ra,b,c) =

(
HD(P3j/2−1)−HD(Pj−1)

)
HD(G3)HD(Ra) =

=
(uv)j − (uv)3j/2

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·HD(M s(2, even)) · HD(P2g−3) · HD(J (2d−j)/6C) =

=
(uv)j − (uv)3j/2

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)2g−2

1− uv
·

·(1 + u)g(1 + v)g · 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+
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−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
.

Also in this case, if j = 0, then we get the zero polynomial.

This concludes the computations for the case when (E, V ) has a unique α(j)-Jordan-Hölder
�ltration of length 3.

(2) Not unique α(j)-Jordan-Hölder �ltration. In this case the α(j)-canonical �ltra-
tion has length s = 2 (it cannot be equal to 1 because this would imply that the corresponding
(E, V )'s are semistable only at the critical value and they are not stable either on the left or
on the right of any such value). If the length of the canonical �ltration is s = 2, by using the
same argument used before we get that the α(j)-canonical �ltration of (E, V ) is of type (2,1)
and it is given by

0 ⊂ (Q1, 0)⊕ (Q2, 0) ⊂ (E, V )

with (E, V )/((Q1, 0) ⊕ (Q2, 0)) = (Q3,W3). In this situation the 2 cases denoted by (b) and
(c) before coincide since the order of (Q1, 0) and (Q2, 0)) is not important. Therefore, we have
only to consider cases (a) and (b).

(2a) Let us suppose that the (Qi,Wi)'s are described as in (a). Then (Q1, 0) and (Q2, 0)

are of the same type, so we need to consider 2 subcases.

(2a-i) Let us suppose that (Q1, 0) 6' (Q2, 0); since these objects are of the same type,
then we can use proposition 7.2.2 in order to have a global parametrization. In this case the
invariant a can assume only the value

a = dim Ext1 ((Q3,W3), (Q1, 0)) = C31 =

= n1n3(g − 1)− d1n3 + d3n1 + k3d1 − k3n1(g − 1) =

= 2(g − 1)− 2d− j
3

+
d+ j

3
+

2d− j
6
− (g − 1) = g − 1 + j/2

and analogously also b can only assume the value b = g− 1 + j/2. Therefore the only schemes
we are interested in are those described in (c) and (d) in that proposition. From the point of
view of Hodge-Deligne polynomials, we can assume that there is a unique index i = j, so that
there is only one scheme of type (d). Using the last part of proposition 7.2.2, we get that the
(E, V )'s we are interested in are parametrized by a scheme M/Z2 and from the point of view
of Hodge-Deligne polynomials we can assume that M is the scheme

(G1 ×G2 r ∆12)×G3 × Pg−2+j/2 × Pg−2+j/2,

where Z2 acts by: (
Q1, Q2, (Q3,W3), µ1, µ2

)
7→
(
Q2, Q1, (Q3,W3), µ2, µ1

)
.
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Let us write M ′ := G1 × Pg−2+j/2 = J (2d−j)/6C × Pg−2+j/2. Then

HD(M ′)(u, v) =
1− (uv)g−1+j/2

1− uv
(1 + u)g(1 + v)g.

Therefore we can compute:

A := HD
(

(M ′ ×M ′)/Z2

)
(u, v) =

=
1

2

(
(HD(M ′)(u, v))2 +HD(M ′)(−u2,−v2)

)
=

=
1

2

(
(1− (uv)g−1+j/2)2

(1− uv)2
(1 + u)2g(1 + v)2g +

1− (uv)2g−2+j

1− (uv)2
(1− u2)g(1− v2)g

)
and

B := HD
(

(∆12 × Pg−2+j/2 × Pg−2+j/2)/Z2

)
=

= HD(∆12) · HD
(

(Pg−2+j/2 × Pg−2+j/2)/Z2

)
=

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)g−1+j/2)2

(1− uv)2
+

1− (uv)2g−2+j

1− (uv)2

)
.

Since j ≡ 2d mod 6, then it makes sense to de�ne k := j/2 ∈ N0 and we get that (Q3,W3)

varies in the scheme

G3 = Gs

(
d− 2j

3
; 2,

d+ j

3
, 1

)
= Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
.

So we can use formula (15.3) in order to compute HD(G3) Finally, we can compute:

pj≡62d
8 := HD(M/Z2) = HD(G3) · (A−B) =

=
(1 + u)g(1 + v)g

2(1− uv)
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

{
(1− (uv)g−1+j/2)2

(1− uv)2
(1 + u)2g(1 + v)2g +

1− (uv)2g−2+j

1− (uv)2
(1− u2)g(1− v2)g+

−(1 + u)g(1 + v)g

(
(1− (uv)g−1+j/2)2

(1− uv)2
+

1− (uv)2g−2+j

1− (uv)2

)}
.

Using remark 13.3.4 if j = 0, we get p8 = 0.

(2a-ii) If we are in case (a) and (Q1, 0) ' (Q2, 0), then the corresponding (E, V )'s are
parametrized using proposition 7.2.3. From the point of view of Hodge-Deligne polynomials,
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we can assume that there is a single index i. Also in this case, there is only one value for the
invariant a, namely a = g − 1 + j/2 as in (2a-i). So we can assume that the (E, V )'s we are
interested in are parametrized by a grassmannian Grass(2, Ra) where Ra is a vector bundle
over Ua = G1 ×G3 with �bers isomorphic to Cg−1+j/2. Here G1 and G3 are as in case (2a-i),
so we get the polynomial:

pj≡62d
9 := HD(Grass(2, Ra)) =

= HD
(
Grass(2, g − 1 + j/2)

)
· HD(G1) · HD(G3) =

=
(1− (uv)g−2+j/2)(1− (uv)g−1+j/2)

(1− uv)2(1− (uv)2)
(1 + u)2g(1 + v)2g)·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
.

Using again remark 13.3.4 we get that also in this case p9 = 0 for j = 0.

(2b) We have also to consider case (b) (that coincides with case (c)). In that case Q1

and Q2 have di�erent ranks, so in particular their types are di�erent, so we can simply apply
proposition 7.2.1 in order to parametrize the corresponding (E, V )'s. In this case the invariants
a can only assume the value:

a = dim Ext1((Q3,W3), (Q1, 0)) = j/2

(this is computed as the invariant c is computed in (1b)), and b can only assume the value:

b = dim Ext1((Q3,W3), (Q2, 0)) =

= n2n3(g − 1)− d2n3 + d3n2 + k3d2 − k3n2(g − 1) =

= 2(g − 1)− d2 + j + d2 − 2(g − 1) = j.

From the point of view of Hodge-Deligne polynomials we can assume that there is a single
index i. So we can assume that the (E, V )'s we are interested in are parametrized by a scheme
R that comes with a sequence of two projective �brations

R −→ A −→ U = G1 ×G2 ×G3;

the �rst �bration has �bers isomorphic to Pb−1 = Pj−1, while the second �bration has �bers
isomorphic to Pa−1 = Pj/2−1. Here the schemes Gi for i = 1, 2, 3 coincide with those described
in case (1b). So we get the polynomial:

pj≡62d
10 = HD(Pj−1)HD(Pj/2−1)HD(G1)HD(G2)HD(G3) =

=
1− (uv)j

1− uv
· 1− (uv)j/2

1− uv
(1 + u)g(1 + v)g·

· 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+
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−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

So also in this case we get the zero polynomial for j = 0.

15.1.3 Case r = 4

In this case the graded is necessarily made of 4 objects of the form (Qi, 0)i=1,2,3, (Q4,W4)

where (Q4,W4) must be necessarily the last object of the graded in order not to desta-
bilize (E, V ) for α(j)+. Moreover, every Qi for i = 1, 2, 3 must be a line bundle and
the stability conditions prove that the Qi's for i = 1, 2, 3 must all have the same degree
d1 = d2 = d3 = (2d − j)/6. Therefore, this case is possible only when j ≡ 2d mod 6. More-
over, Q4 is a line bundle of degree d4 = d− 3d1 = d− (2d− j)/2 = j/2.

Then we need to consider several di�erent subcases according to the various possible α(j)-
canonical �ltrations. The cases we will consider are those when such a �ltration is of one of
following types: (1, 1, 1, 1) (unique α(j)-Jordan-Hölder �ltration), (3, 1), (1, 2, 1) and (2, 1, 1).
A priori we should also consider the cases (1, 1, 2), (1, 3) and (4); none of these 3 cases is actu-
ally possible since in each case we will have a quotient (E, V ) � (Q3, 0) and this would prove
that (E, V ) is not α+

c -stable, so these 3 cases do not occur in the description of G+(αc; 4, d, 1).

(1) Canonical �ltration of type (1,1,1,1) (unique α(j)-Jordan-Hölder �ltration).
Since the (Qi, 0)'s for i = 1, 2, 3 are all of the same type, we need to consider 4 subcases
according to the various relations between them:

(a) (Q1, 0) ' (Q2, 0) 6' (Q3, 0);

(b) (Q1, 0) 6' (Q2, 0) 6' (Q3, 0);

(c) (Q1, 0) ' (Q2, 0) ' (Q3, 0);

(d) (Q1, 0) 6' (Q2, 0) ' (Q3, 0).

(1a) Let us suppose that (Q1, 0) ' (Q2, 0) 6' (Q3, 0). Then we can apply proposition
6.2.2. In this case we need to compute the invariants a, b, c, d, e, f . In order to do that,
let E2 = (E2, 0) be any non-split extension of Q2 by Q1 and let (E′′, V ′′) be any non-split
extension of (Q4,W4) by (Q3, 0). Then E2 is a vector bundle of rank N2 = 2 and degree
D2 = 2d1 = (2d − j)/3; E′′ is a vector bundle of rank N ′′ = 2 and degree D′′ = d3 + d4 =

(2d−j)/6+j/2 = (d+j)/3. Moreover, the dimension of V ′′ isK ′′ = 1. Since (Q1, 0) ' (Q2, 0),
we have:

a = dim Ext1((Q2, 0), (Q1, 0)) = C21 + 1 = n1n2(g − 1)− d1n2 + d2n1 + 1 = g.

Since (Q3, 0) 6' (Q4,W4), we have
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b = dim Ext1((Q4,W4), (Q3, 0)) = C43 =

= n3n4(g − 1)− d3n4 + d4n3 + k4d3 − k4n3(g − 1) =

= (g − 1)− d3 + d4 + d3 − (g − 1) = d4 = j/2.

Moreover, since (Q1, 0) is of the same type of (Q3, 0) and since (Q1, 0) 6' (Q4,W4), we
have:

f = dim Ext1((Q4,W4), (Q1, 0)) = b = j/2.

Now (E2, 0) is a non-split extension of (Q1, 0) by itself and (E′′, V ′′) is a non-split extension
of (Q4,W4) by (Q3, 0). So as in (6.44) and (6.62) we get:

Hom((E′′, V ′′), (E2, 0)) = 0 = Hom((E′′, V ′′), (Q1, 0)).

Moreover, we have also that Hom((Q4,W4), (E2, 0)) = 0 because the graded of (E2, 0)

does not contain any object isomorphic to (Q4,W4). Then we can compute also the following
invariants.

c = dim Ext1((E′′, V ′′), (E2, 0)) =

= N2N
′′(g − 1)−D2N

′′ +D′′N2 +K ′′D2 −K ′′N2(g − 1) =

= 4(g − 1)− 2(2d− j)/3 + 2(d+ j)/3 + (2d− j)/3− 2(g − 1) = 2g − 2 + j.

d = dim Ext1((Q4,W4), (E2, 0)) =

= N2n4(g − 1)−D2n4 + d4N2 + k4D2 − k4N2(g − 1) =

= 2(g − 1) + 2d4 − 2(g − 1) = 2d4 = j.

e = dim Ext1((E′′, V ′′), (Q1, 0)) =

= n1N
′′(g − 1)− d1N

′′ +D′′n1 +K ′′d1 −K ′′n1(g − 1) =

= 2(g − 1)− (2d− j)/3 + (d+ j)/3 + (2d− j)/6− (g − 1) = g − 1 + j/2.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i, j, l of proposition 6.2.2, so without loss of generality
we can assume that we have the following description:

� Ua = G1 = G2 and there is a projective bundle Ra over it with �bers isomorphic to
Pa−1 = Pg−1;

� U b = G3 × G4 and there is a projective bundle Rb over it with �bers isomorphic to
Pb−1 = Pj/2−1;



332 15. Case n=4, k=1

� from the point of view of Hodge-Deligne polynomials we can assume that Ra × Rb =

G1 ×G3 ×G4 × Pg−1 × Pj/2−1. So we can assume that

Ua,b,c,d,e,f = (G1 ×G3 r ∆13)×G4 × Pg−1 × Pj/2−1;

there is a bundle Ra,b,c,d,e,f over it with �bers isomorphic to Ce−1× (Pc−e−1rPd−f−1) =

Cg−2+j/2 × (Pg−2+j/2 r Pj/2−1).

The (E, V )'s we are interested in are parametrized by the scheme Ra,b,c,d,e,f . In this case

G1 = G2 = G3 = J (2d−j)/6C, G4 = G(1, j/2, 1).

So we get the polynomial

pj≡62d
11 = HD(Ra,b,c,d,e,f ) = (HD(G1)2 −HD(G1))HD(G4)HD(Pg−1)HD(Pj/2−1)·

·HD(Cg−2+j/2 × (Pg−2+j/2 r Pj/2−1)) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)g

1− uv
· 1− (uv)j/2

1− uv
· (uv)g−2+j/2 · (uv)j/2 − (uv)g−1+j/2

1− uv
.

Also in this case, if j = 0, then we get that the polynomial is zero.

(1b) Let us suppose that (Q1, 0) 6' (Q2, 0) 6' (Q3, 0); we don't need to �x any additional
condition on the relations between (Q1, 0) and (Q3, 0). Then we can apply proposition 6.2.4.
Also in this case we need to compute invariants a, b, c, d, e, f . In order to do that, let E2 =

(E2, 0) and (E′′, V ′′) be as in case (1a). Then we get the same invariants computed before,
except for the invariant a that now has value g−1 (instead of g). In particular, each invariant
can only assume one value. From the point of view of Hodge-Deligne polynomials, we can
ignore the indices i, j, l of that proposition, so we can assume that:

� Ua = G1 ×G2 r ∆12 and there is a projective bundle Ra over it with �bers isomorphic
to Pa−1 = Pg−2;

� U b = G3×G4 and there is a bundle Rb over it with �bers isomorphic to Pb−1 = Pj/2−1;

� from the point of view of Hodge-Deligne polynomials we can assume that Ra × Rb =

(G1 ×G2 r ∆12)×G3 ×G4 × Pg−2 × Pj/2−1. So we can assume that

Ua,b,c,d,e,f = ((G1 ×G2 r ∆12)×G3 rG1 ×∆23)×G4 × Pg−2 × Pj/2−1;

there is a bundle Ra,b,c,d,e,f over it with �bers isomorphic to Pc−1rPd+e−f−1 = P2g−3+jr
Pg−2+j .
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The (E, V )'s we are interested in are parametrized by the scheme Ra,b,c,d,e,f . Also in this
case

G1 = G2 = G3 = J (2d−j)/6C, G4 = G(1, j/2, 1).

Now

HD((G1×G2 r∆12)×G3 rG1×∆23) = HD(G1×G2×G3)−HD(∆12×G3 ∪G1×∆23) =

= HD(G1)3 −HD(∆12 ×G3)−HD(G1 ×∆23) +HD(∆12 ×G3 ∩G1 ×∆23) =

= HD(G1)3 − 2HD(G1)2 +HD(G1) = HD(G1)(HD(G1)− 1)2. (15.4)

So we get the polynomial

pj≡62d
12 = HD(Ra,b,c,d,e,f ) = HD(G1)(HD(G1)− 1)2HD(G4)·

·HD(Pg−2)HD(Pj/2−1)HD(P2g−3+j r Pg−2+j) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)2 coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)g−1

1− uv
· 1− (uv)j/2

1− uv
· (uv)g−1+j − (uv)2g−2+j

1− uv
.

Also in this case, if j = 0, then we get that the polynomial is zero.

(1c)-(1d) As we stated in remark 6.2.3 we are still not able to give a geometric descrip-
tion of these 2 cases. We simply denote the corresponding polynomials by pj≡62d

13 and pj≡62d
14

respectively.

(2) Canonical �ltration of type (3,1). Since the (Qi, 0)'s for i = 1, 2, 3 are all of the
same type, we need to consider 3 subcases as follows:

(a) there are no pairs of isomorphic objects among the (Qi, 0)'s for i = 1, 2, 3;

(b) exactly 2 objects among the (Qi, 0)'s are isomorphic; without loss of generality we can
assume that they are (Q1, 0) and (Q2, 0);

(c) (Q1, 0) ' (Q2, 0) ' (Q3, 0).

(2a) Let us suppose that there are no pairs of isomorphic objects among the (Qi, 0)'s
for i = 1, 2, 3. Then we can apply proposition 7.4.4. In this case we need to compute the
invariants a, b, c; the same computation that gives the invariants b and f in case (1a) proves
that we have:

a = dim Ext1((Q4,W4), (Q1, 0)) = j/2.

Analogously, since (Q1, 0), (Q2, 0) and (Q3, 0) are all of the same type, we get that
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b = dim Ext1((Q4,W4), (Q2, 0)) = j/2 = dim Ext1((Q4,W4), (Q3, 0)) = c.

Now G1 = J (2d−j)/6C and G4 = G(α(j); 1; j/2, 1), so both spaces are irreducible. There-
fore the index i appearing in proposition 7.4.4 assumes only one value. Moreover, since
G1 = G2 = G3, also the indices j and k can assume only one value. Therefore, we get that

U1
a;i = U2

b;j = U3
c;k = G1 ×G4.

Then we get that the only scheme Ra,b,c;i,j,k that we will be interested in is Ra,a,a;i,i,i, that
comes with a locally trivial �bration to

Ua,a,a;i,i,i = U1
a;i ×G4 U

2
a;i ×G4 U

3
a;i = G1 ×G1 ×G1 ×G4

with �bers isomorphic to Pj/2−1 × Pj/2−1 × Pj/2−1. Since this is the only case, then the only
object we need to consider is given by case (j) of that proposition, namely

R := (Ra,a,a;i,i,i|(G1×G1×G1r∆)×G4
)/S3,

where ∆ is the big diagonal of G1 ×G1 ×G1, i.e. the set of all triples of objects such that at
least 2 of them are isomorphic. Every σ ∈ S3 acts as follows on Ua,a,a;i,i,i and Ra,a,a;i,i,i:

� (Qi,Wi)i=1,2,3,4 7→ ((Qσ(i),Wσ(i))i=1,2,3, (Q4,W4));

� (µi)i=1,2,3 7→ (µσ(i))i=1,2,3 for every point (µ1, µ2, µ3) in the �ber over a quadruple
(Qi,Wi)i=1,··· ,4.

Moreover, there exists a �nite disjoint covering of the base space (G1×G1×G1 r∆)×G4

by locally closed subschemes Tl that are invariant under the action of S3 on G1×G1×G1×G4;
in addition, there exist trivializations of the �brations from Ra,a,a;i,i,i to Ua,a,i;i,i,i

R|Tl
∼−→ Tl × Pj/2−1 × Pj/2−1 × Pj/2−1

that are compatible with the natural action of S3 on Tl × Pj/2−1 × Pj/2−1 × Pj/2−1. From the
point of view of Hodge-Deligne polynomials, we can therefore assume that R coincides with a
scheme of the form M/S3, where M is the scheme

(G1 ×G1 ×G1 r ∆)×G4 × Pj/2−1 × Pj/2−1 × Pj/2−1

and every σ ∈ S3 acts on M as follows:

(Q1, Q2, Q3, (Q4,W4), µ1, µ2, µ3) 7→

7→
(
Qσ(1), Qσ(2), Qσ(3), (Q4,W4), µσ(1), µσ(2), µσ(3)

)
.

Let us consider the following schemes:

M ′ := G1 × Pj/2−1 = J (2d−j)/6C × Pj/2−1,
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∆0 := {(Q1, Q2, Q3) ∈ G1 ×G1 ×G1 s.t. Q1 ' Q2 ' Q3},

∆1 := {(Q1, Q2, Q3) ∈ G1 ×G1 ×G1 s.t. Q1 ' Q2 6' Q3},

∆2 := {(Q1, Q2, Q3) ∈ G1 ×G1 ×G1 s.t. Q1 ' Q3 6' Q2},

∆3 := {(Q1, Q2, Q3) ∈ G1 ×G1 ×G1 s.t. Q2 ' Q3 6' Q1}. (15.5)

Then ∆0 ' G1 and ∆i ' G1×G1 r∆′ for i = 1, 2, 3, where ∆′ is the diagonal of G1×G1.
Moreover, we can write

∆ = ∆0 q∆1 q∆2 q∆3.

Now we have that

M/S3 '
(

(M ′ ×M ′ ×M ′)/S3 r
(
(∆0 × Pj/2−1 × Pj/2−1 × Pj/2−1)/S3q

q((∆1 q∆2 q∆3)× Pj/2−1 × Pj/2−1 × Pj/2−1)/S3)
) )
×G4. (15.6)

Now

HD(M ′)(u, v) = (1 + u)g(1 + v)g
1− (uv)j/2

1− uv
.

So we can use lemma 8.0.6 in order to compute

A := HD((M ′ ×M ′ ×M ′)/S3)(u, v) =
1

6
(HD(M ′)(u, v))3+

+
1

2
HD(M ′)(−u2,−v2) · HD(M ′)(u, v) +

1

3
HD(M ′)(u3, v3) =

= (1 + u)3g(1 + v)3g (1− (uv)j/2)3

6(1− uv)3
+ (1− u2)g(1− v2)g(1 + u)g(1 + v)g·

·(1− (uv)j)(1− (uv)j/2)

2(1− (uv)2)(1− uv)
+ (1 + u3)g(1 + v3)g

1− (uv)3j/2

3(1− (uv)3)
.

Now the action of S3 on ∆0 is trivial; moreover, we have

(∆1 q∆2 q∆3)/S3 ' ∆1/Z2 ' (G1 ×G1 r ∆′)/Z2 ' (G1 ×G1)/Z2 rG1.

So we have:

(∆0 × Pj/2−1 × Pj/2−1 × Pj/2−1)/S3 ' G1 × (Pj/2−1 × Pj/2−1 × Pj/2−1)/S3

and

((∆1 q∆2 q∆3)× Pj/2−1 × Pj/2−1 × Pj/2−1)/S3 '

'
(

(G1 ×G1 × Pj/2−1 × Pj/2−1)/Z2 rG1 × (Pj/2−1 × Pj/2−1)/Z2

)
× Pj/2−1.

So we compute:
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B1 := HD(G1 × (Pj/2−1 × Pj/2−1 × Pj/2−1)/S3)) =

= (1 + u)g(1 + v)g ·

(
(1− (uv)j/2)3

6(1− uv)3
+

(1− (uv)j)(1− (uv)j/2)

2(1− (uv)2)(1− uv)
+

1− (uv)3j/2

3(1− (uv)3)

)
;

B2 := HD
(

(G1 ×G1 × Pj/2−1 × Pj/2−1)/Z2 × Pj/2−1
)

=

=
1

2
·

(
(1 + u)2g(1 + v)2g (1− (uv)j/2)2

(1− uv)2
+ (1− u2)g(1− v2)g

1− (uv)j

1− (uv)2

)
· 1− (uv)j/2

1− uv
;

B3 = HD(G1 × (Pj/2−1 × Pj/2−1)/Z2)× Pj/2−1) =

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)j/2)2

(1− uv)2
+

1− (uv)j

1− (uv)2

)
1− (uv)j/2

1− uv
.

Then by considering everything together, we have:

pj≡62d
15 := (A−B1 −B2 +B3) · HD(G4) =

=
{

(1 + u)3g(1 + v)3g (1− (uv)j/2)3

6(1− uv)3
+ (1− u2)g(1− v2)g(1 + u)g(1 + v)g·

·(1− (uv)j)(1− (uv)j/2)

2(1− (uv)2)(1− uv)
+ (1 + u3)g(1 + v3)g

1− (uv)3j/2

3(1− (uv)3)
+

−(1 + u)g(1 + v)g ·

(
(1− (uv)j/2)3

6(1− uv)3
+

(1− (uv)j)(1− (uv)j/2)

2(1− (uv)2)(1− uv)
+

1− (uv)3j/2

3(1− (uv)3)

)
+

−1

2
·

(
(1 + u)2g(1 + v)2g (1− (uv)j/2)2

(1− uv)2
+ (1− u2)g(1− v2)g

1− (uv)j

1− (uv)2

)
· 1− (uv)j/2

1− uv
+

+
1

2
(1 + u)g(1 + v)g

(
(1− (uv)j/2)2

(1− uv)2
+

1− (uv)j

1− (uv)2

)
1− (uv)j/2

1− uv

}
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

(2b) Let us suppose that (Q1, 0) ' (Q2, 0) 6' (Q3, 0). Then we can apply proposition
7.4.5. In this case we need to compute the invariants a and b. The same analysis of case (2a)
proves that a = b = j/2 and that the indices i and j can only assume one value. Therefore,
we get that

U1
a;i = U3

b;j = G1 ×G4.

and

Va,b;i,j = (U1
a;i ×G4 U

3
b;j) ∩ ((G1 ×G1 r ∆)×G4) = (G1 ×G1 r ∆)×G4.

The scheme we are looking at is Ra,b;i,j , that comes with a morphism
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Ra,b;i,j
φ2◦φ1−→ Va,b;i,j ,

where φ1 is a �bration with �bers isomorphic to Pb−1 = Pj/2−1 and φ2 is the grassmannian
�bration of 2-planes associated to a vector bundle Qa,b;i,j over Va,b;i,j with rank a = j/2. So
we get:

pj≡62d
16 := HD(Ra,b;i,j) = HD(G1 ×G1 r ∆)HD(G4)HD(Pj/2−1)HD(Grass(2, j/2)) =

=
(
(1 + u)2g(1 + v)2g − (1 + v)g(1 + v)g

)
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)j/2

1− uv
· (1− (uv)j/2−1)(1− (uv)j/2)

(1− uv)(1− (uv)2)
.

(2c) Let us suppose that (Q1, 0) ' (Q2, 0) ' (Q3, 0). Then we can apply proposition
7.4.6. In this case the only invariant that we need is a. As before, a = j/2 and the index i can
only assume one value. Therefore, we get that Ua;i = G1 × G4. The scheme we are looking
at is the grassmannian of 3-planes associated to a locally free sheaf Ra;i of rank a = j/2 over
Ua;i. So we get:

pj≡62d
17 := HD(G1)HD(G4)HD(Grass(3, j/2)) =

= (1 + u)g(1 + v)g · coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·(1− (uv)j/2−2)(1− (uv)j/2−1)(1− (uv)j/2)

(1− uv)(1− (uv)2)(1− (uv)3)
.

(3) Canonical �ltration of type (2,1,1). Since the (Qi, 0)'s for i = 1, 2, 3 are all of the
same type and since the order of (Q1, 0) and (Q2, 0) is not important, we need to consider 4

cases as follows:

(a) (Q1, 0) 6' (Q2, 0) ' (Q3, 0);

(b) (Qi, 0) 6' (Qj , 0) for all i 6= j ∈ {1, 2, 3};

(c) (Q1, 0) ' (Q2, 0) 6' (Q3, 0);

(d) (Q1, 0) ' (Q2, 0) ' (Q3, 0).

(3a) Let us suppose that (Q1, 0) 6' (Q2, 0) ' (Q3, 0). Then we can apply proposition 7.5.1.
In this case we need to compute the invariants a, b, c, d. In order to do that, let (E′′, V ′′) be
any non-split extension of (Q4,W4) by (Q3, 0); then E′′ is a vector bundle of rank N ′′ = 2

and degree D′′ = d3 + d4 = (2d − j)/6 + j/2 = (d + j)/3; moreover, the dimension of V ′′ is
K ′′ = 1. Since (Q3, 0) 6' (Q4,W4), we have:

a = dim Ext1((Q4,W4), (Q3, 0)) = C43 =
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= n3n4(g − 1)− d3n4 + d4n3 + k4d3 − k4n3(g − 1) =

= (g − 1)− d3 + d4 + d3 − (g − 1) = d4 = j/2.

By the same computation we get that

c = dim Ext1((Q4,W4), (Q1, 0)) = j/2.

Since (E′′, V ′′) is a non-split extension of (Q4,W4) by (Q3, 0), then

Hom((E′′, V ′′), (Qi, 0)) = 0 for i = 1, 2, 3.

Therefore, we have that

b = dim Ext1((E′′, V ′′), (Q1, 0)) =

= n1N
′′(g − 1)− d1N

′′ +D′′n1 +K ′′d1 −K ′′n1(g − 1) =

= 2(g − 1)− (2d− j)/3 + (d+ j)/3 + (2d− j)/6− (g − 1) = g − 1 + j/2.

By the same computation we get that

d = dim Ext1((E′′, V ′′), (Q3, 0)) = g − 1 + j/2.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i and j of proposition 7.5.1, so we can assume that we
have the following description.

� Ua = G3 × G4 and there is a projective bundle Ra over it with �bers isomorphic to
Pa−1 = Pj/2−1; from the point of view of Hodge-Deligne polynomials we can assume
that Ua = G3 ×G4 × Pj/2−1;

� from the point of view of Hodge-Deligne polynomials we can assume that Ua,b,c,d =

(G1 ×G3 r ∆13)×G4 × Pj/2−1; there sequences of �brations for l = 1, 2, 3:

Rla,b,c,d
φl−→ Ala,b,c,d

θl−→ Ua,b,c,d

where:

� φ1 has �bers isomorphic to Pg−2+j/2rPj/2−1, θ1 has �bers isomorphic to Pg−2+j/2r
Pj/2−2;

� φ2 has �bers isomorphic to Pg−2+j/2 r Pj/2−1, θ2 has �bers isomorphic to Pj/2−2;

� φ3 has �bers isomorphic to Pj/2−1, θ3 has �bers isomorphic to Pg−2+j/2 r Pj/2−2.
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The (E, V )'s we are interested in are parametrized by the scheme R1
a,b,c,dqR2

a,b,c,dqR3
a,b,c,d.

In this case

G1 = G3 = J (2d−j)/6C, G4 = G(1, j/2, 1).

So we get the polynomial

pj≡62d
18 = HD(R1

a,b,c,d) +HD(R2
a,b,c,d) +HD(R3

a,b,c,d) =

= (HD(G1)2−HD(G1))HD(G4)HD(Pj/2−1)·{HD(Pg−2+j/2rPj/2−1)HD(Pg−2+j/2rPj/2−2)+

+HD(Pg−2+j/2 r Pj/2−1)HD(Pj/2−2) +HD(Pj/2−1)HD(Pg−2+j/2 r Pj/2−2)} =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

1− (uv)j/2

1− uv
· {HD(Pg−2+j/2)2 −HD(Pj/2−1)HD(Pj/2−2)} =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

1− (uv)j/2

1− uv
· ·

{
(1− (uv)g−1+j/2)2

(1− uv)2
− (1− (uv)j/2)(1− (uv)j/2−1)

(1− uv)2

}
.

Also in this case, if j = 0, then we get that the polynomial is zero.

(3b) Let us suppose that (Qi, 0) 6' (Qj , 0) for all i 6= j ∈ {1, 2, 3}. Then we can apply
proposition 7.5.2. In this case we need to compute the invariants a, b, c, d, e. Also in this
case, we denote by (E′′, V ′′) any non-split extension of (Q4,W4) by (Q3, 0); again we have
(N ′′, D′′,K ′′) = (2, (d+ j)/3, 1). Since (Qi, 0) 6' (Q4,W4) for i = 1, 2, 3, we have as before

a = dim Ext1((Q4,W4), (Q3, 0)) = j/2,

c = dim Ext1((Q4,W4), (Q1, 0)) = j/2,

e = dim Ext1((Q4,W4), (Q2, 0)) = j/2.

Moreover, as before we get also:

b = dim Ext1((E′′, V ′′), (Q1, 0)) = g − 1 + j/2,

d = dim Ext1((E′′, V ′′), (Q2, 0)) = g − 1 + j/2.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i and j of that proposition, so we can assume that we
have the following description.

� Ua = G3 × G4 and there is a projective bundle ϕa : Ra → Ua with �bers isomorphic
to Pa−1 = Pj/2−1; from the point of view of Hodge-Deligne polynomials we can assume
that Ra = G3 ×G4 × Pj/2−1.
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� The scheme Ua,b,c,d,e coincides with

{((Q1,W1), (Q2,W2), (E′′, V ′′)) ∈ G1 ×G2 ×Ra s.t.

(Ql,Wl) 6' ϕa(E′′, V ′′)∀ l = 1, 2, (Q1,W1) 6' (Q2,W2)}

where ϕa is the composition of ϕa with the projection to G3. From the point of view of
Hodge-Deligne polynomials we can assume that Ua,b,c,d,e = (G1×G2×G3r∆)×G4×Pa−1,
where ∆ is the �big� diagonal of G1 × G2 × G3 = G1 × G1 × G1. There are 2 schemes
and 2 sequences of �brations for l = 1, 2

Rla,b,c,d,e
φl−→ Ala,b,c,d,e

θl−→ Ua,b,c,d,e

where:

� both φ1 and θ1 have �bers isomorphic to Pg−2+j/2 r Pj/2−1;

� φ2 has �bers isomorphic to Pg−2+j/2 r Pj/2−1, θ2 has �bers isomorphic to Pj/2−1;

The (E, V )'s we are interested in are parametrized by the schemes described in (b) and
(c) in proposition 7.5.2 (case (a) doesn't occur since there are no choices of (b, c) < (d, e)). So
the coherent systems (E, V )'s we are interested in are parametrized by the pair of schemes
R1
a,b,c,b,c/Z2 and R2

a,b,c,b,c. Also in this case

G1 = G2 = G3 = J (2d−j)/6C, G4 = G(1, j/2, 1).

Moreover, we have that ∆ ' ∆0 q ∆1 q ∆2 q ∆3, where the ∆i's are as in (15.5). Now
∆0 ' G1 and ∆i ' G1 ×G1 r ∆′ for i = 1, 2, 3, where ∆′ is the diagonal of G1 ×G1, so

HD(∆) = HD(G1) + 3(HD(G1)2 −HD(G1)) =

= HD(G1)(HD(G1)− 2) = (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 2).

So we get that

HD(R2
a,b,c,b,c) = HD(G1 ×G1 ×G1 r ∆)HD(G4)HD(Pj/2−1)·

·HD(Pg−2+j/2 r Pj/2−1)HD(Pj/2−1) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 2) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·(1− (uv)j/2)2

(1− uv)2
· (uv)j/2 − (uv)g−1+j/2

1− uv
.

Now let us consider R1
a,b,c,b,c/Z2. By proposition 7.5.2 from the point of view of Hodge-

Deligne polynomials we can assume that R1
a,b,c,b,c/Z2 is isomorphic to (M/Z2)×G4 × Pj/2−1,

where M is the scheme
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M := (G1 ×G2 ×G3 r ∆)× (Pg−2+j/2 r Pj/2−1)2

and where Z2 acts on M by permutations on G1 × G2 and on (Pg−2+j/2 r Pj/2−1)2. Let us
de�ne the scheme

M ′ := G1 × (Pg−2+j/2 r Pj/2−1).

By construction the action of Z2 is trivial on ∆0q∆1 ' G1×G1 and it exchanges ∆2 and
∆3. Then

M/Z2 =
(
M ′ ×M ′ ×G1

)
/Z2 r

(
(∆0 q∆1 × (Pg−2+j/2 r Pj/2−1)2)/Z2q

q (∆2 q∆3 × (Pg−2+j/2 r Pj/2−1)2)/Z2

)
=

=
(
M ′ ×M ′

)
/Z2 ×G1 r

(
∆0 q∆1 × (Pg−2+j/2 r Pj/2−1)2/Z2q

q∆2 × (Pg−2+j/2 r Pj/2−1)2
)
.

Now

HD(M ′) = HD(G1)×HD(Pg−2+j/2 r Pj/2−1) =

= (1 + u)g(1 + v)g
(uv)j/2 − (uv)g−1+j/2

1− uv
.

Therefore, by [MOVG2, lemma 2.6] we get the following polynomial:

HD((M ′ ×M ′)/Z2) =
1

2

(
(1 + u)2g(1 + v)2g ((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

+(1− u2)g(1− v2)g
(uv)j − (uv)2g−2+j

1− (uv)2

)
.

Moreover, we can compute

HD((Pg−2+j/2 r Pj/2−1)2/Z2) =

=
1

2

(
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

(uv)j − (uv)2g−2+j

1− (uv)2

)
.

So we get that:

HD(M/Z2) =
1

2

(
(1 + u)2g(1 + v)2g ((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

+ (1− u2)g(1− v2)g
(uv)j − (uv)2g−2+j

1− (uv)2

)
(1 + u)g(1 + v)g+

−1

2
(1 + u)2g(1 + v)2g

(
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

(uv)j − (uv)2g−2+j

1− (uv)2

)
+
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−(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
.

So we conclude that

HD(R1
a,b,c,b,c/Z2) = HD(M/Z2)HD(G4)HD(Pj/2−1) =

=

{
1

2

(
(1 + u)2g(1 + v)2g ((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

+ (1− u2)g(1− v2)g
(uv)j − (uv)2g−2+j

1− (uv)2

)
(1 + u)g(1 + v)g+

−1

2
(1 + u)2g(1 + v)2g

(
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

(uv)j − (uv)2g−2+j

1− (uv)2

)
+

−(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2

}
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)j/2

1− uv
.

So we get the polynomial:

pj≡62d
19 = HD(R1

a,b,c,b,c/Z2) +HD(R2
a,b,c,b,c) =

=

{
1

2

(
(1 + u)2g(1 + v)2g ((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

+ (1− u2)g(1− v2)g
(uv)j − (uv)2g−2+j

1− (uv)2

)
(1 + u)g(1 + v)g+

−1

2
(1 + u)2g(1 + v)2g

(
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2
+

(uv)j − (uv)2g−2+j

1− (uv)2

)
+

−(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
((uv)j/2 − (uv)g−1+j/2)2

(1− uv)2

}
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)j/2

1− uv
+

+(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 2) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·(1− (uv)j/2)2

(1− uv)2
· (uv)j/2 − (uv)g−1+j/2

1− uv
=

= (1 + u)g(1 + v)g
1− (uv)j/2

(1− uv)2
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·

{
1

2

(
(1 + u)2g(1 + v)2g ((uv)j/2 − (uv)g−1+j/2)2

1− uv
+ (1− u2)g(1− v2)g

(uv)j − (uv)2g−2+j

1 + uv

)
+
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−1

2
(1 + u)g(1 + v)g

(
((uv)j/2 − (uv)g−1+j/2)2

1− uv
+

(uv)j − (uv)2g−2+j

1 + uv

)
+

−((1 + u)g(1 + v)g − 1)
((uv)j/2 − (uv)g−1+j/2)2

1− uv
+

+((1 + u)g(1 + v)g − 2)
(1− (uv)j/2) · ((uv)j/2 − (uv)g−1+j/2)

1− uv

}
=

= (1 + u)g(1 + v)g
1− (uv)j/2

(1− uv)2
((uv)j/2 − (uv)g−1+j/2) coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·
{

1

1− uv

[
((uv)j/2 − (uv)g−1+j/2)

(
1

2
(1 + u)2g(1 + v)2g − 1

2
(1 + u)g(1 + v)g+

− (1 + u)g(1 + v)g + 1

)
+ ((1 + u)g(1 + v)g − 2)(1− (uv)j/2)

]
+

+
(uv)j/2 + (uv)g−1+j/2

1 + uv

[
1

2
(1− u2)g(1− v2)g − 1

2
(1 + u)g(1 + v)g

]}
=

= (1 + u)g(1 + v)g
1− (uv)j/2

(1− uv)2
((uv)j/2 − (uv)g−1+j/2) coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·
{

1

1− uv

[
1

2
((uv)j/2 − (uv)g−1+j/2)((1 + u)g(1 + v)g − 1)((1 + u)g(1 + v)g − 2) +

+ ((1 + u)g(1 + v)g − 2)(1− (uv)j/2)

]
+

+
(uv)j/2 + (uv)g−1+j/2

2(1 + uv)
(1 + u)g(1 + v)g((1− u)g(1− v)g − 1)

}
.

Also in this case, if j = 0, then we get that the polynomial is zero.

(3c) Let us suppose that (Q1, 0) ' (Q2, 0) 6' (Q3, 0). Then we can apply proposition
7.5.3. In this case we need to compute the invariants a, b, c. Also in this case we get

a = dim Ext1((Q4,W4), (Q3, 0)) = j/2,

b = dim Ext1((E′′, V ′′), (Q1, 0)) = g − 1 + j/2,

c = dim Ext1((Q4,W4), (Q1, 0)) = j/2,

so each invariant can only assume one value. From the point of view of Hodge-Deligne poly-
nomials, we can ignore the indices i and j of that proposition, so we can assume that we have
the following description.

� Ua = G3 ×G4 and there is a projective bundle ϕa : Ra → Ua with �bers isomorphic to
Pa−1 = Pj/2−1;
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� Ua,b,c is the set

{((Q1, 0), (E′′, V ′′)) ∈ G1 ×Ra s.t. (Q1, 0) 6' ϕa(E′′, V ′′)},

where ϕa is the composition of ϕa with the projection to G3. From the point of view of
Hodge-Deligne polynomials we can assume that Ua,b,c = (G1 ×G3 r ∆)×G4 × Pj/2−1,
where ∆ is the diagonal of G1 × G3 = G1 × G1. The (E, V )'s we are interested in
are parametrized by a scheme Ra,b,c. Such a scheme comes with a �bration Ra,b,c →
Ua,b,c with �bers isomorphic to Grass(2, b) r Grass(2, c) = Grass(2, g − 1 + j/2) r
Grass(2, j/2).

Then we get the polynomial

pj≡62d
20 = HD(Ra,b,c) = (HD(G1)2 −HD(G1))×HD(G4)×HD(Pj/2−1)·

·{HD(Grass(2, g − 1 + j/2)−HD(Grass(2, j/2)} =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)j/2

1− uv
·

·

{
(1− (uv)g−2+j/2)(1− (uv)g−1+j/2)− (1− (uv)j/2−1)(1− (uv)j/2)

(1− uv)(1− (uv)2)

}
.

(3d) Let us suppose that (Q1, 0) ' (Q2, 0) ' (Q3, 0). Then we can apply proposition
7.5.4. In this case the invariants a, b and the scheme Ra are as in (3c). Moreover, the
scheme Ua,b coincides with Ra and the (E, V )'s we are interested in are parametrized by a
scheme Ra,b. Such a scheme comes with a �bration Ra,b → Ua,b with �bers isomorphic to
Grass(2, b) rGrass(2, a− 1) = Grass(2, g − 1 + j/2) rGrass(2, j/2− 1). Then we get the
polynomial

pj≡62d
21 = HD(Ra,b) = HD(G1)HD(G4)×HD(Pj/2−1)·

·(HD(Grass(2, g − 1 + j/2))−HD(Grass(2, j/2− 1)) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)j/2

1− uv
·

·

{
(1− (uv)g−2+j/2)(1− (uv)g−1+j/2)− (1− (uv)j/2−2)(1− (uv)j/2−1)

(1− uv)(1− (uv)2)

}
.

(4) Canonical �ltration of type (1,2,1). In this situation we need to consider the
following subcases:

(a) (Q1, 0) ' (Q2, 0) 6' (Q3, 0);

(b) (Qi, 0) 6' (Qj , 0) for all j 6= j ∈ {1, 2, 3};

(c) (Q1, 0) 6' (Q2, 0) ' (Q3, 0);
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(d) (Q1, 0) ' (Q2, 0) 6' (Q3, 0).

As we said in remark 12.2.1 we are able to describe completely only case (a).

(4a) If we suppose that (Q1, 0) ' (Q2, 0) 6' (Q3, 0), then we can apply proposition 7.6.1.
In this case we need to compute the invariants a, b, c, d, e. In order to do that, �rst of all let
us �x any pair of non-split extensions of the form

0→ (Qi, 0)→ (E4i, V4i)→ (Q4,W4)→ 0

for i = 2, 3 and let us denote by

0→ (Q2, 0)⊕ (Q3, 0)→ (E′′, V ′′)→ (Q4,W4)→ 0

their sum. Then for i = 2, 3 the coherent system (E4i, V4i) has rank N4i = 2, degree D4i =

(d + j)/3 and K4i = 1. Moreover, (E′′, V ′′) is a coherent system of rank N ′′ = 3, degree
D′′ = d2 +d3 +d4 = (4d+ j)/6 and with K ′′ = 1. Since (Q2, 0) and (Q3, 0) are not isomorphic
to (Q4,W4), as in case (3) we have that:

a = dim Ext1((Q4,W4), (Q2, 0)) = j/2,

b = dim Ext1((Q4,W4), (Q3, 0)) = j/2.

Moreover,

c = dim Ext1((E′′, V ′′), (Q2, 0)) =

= n2N
′′(g − 1)− d2N

′′ +D′′n2 +K ′′d2 −K ′′n2(g − 1) =

= 3(g − 1)− 2d− j
2

+
4d+ j

6
+

2d− j
6
− (g − 1) = 2g − 2 + j/2.

In addition,

d = dim Ext1((E42, V42), (Q2, 0)) =

= n2N42(g − 1)− d2N42 +D42n2 +K42d2 −K42n2(g − 1) =

= 2(g − 1)− 2d− j
3

+
d+ j

3
+

2d− j
6
− (g − 1) = g − 1 + j/2

and analogously,

e = dim Ext1((E43, V43), (Q2, 0)) = g − 1 + j/2.

So each invariant can assume only one value. By proposition 7.6.1 we can therefore suppose
that we have the following description.

� U2
a = G2 × G4, U3

b = G3 × G4, Ua,b = G2 × G3 × G4 and Va,b = (G2 × G3 r ∆) × G4;
there is a �bration Ra,b → Va,b with �bers isomorphic to Pa−1 × Pb−1 = (Pj/2−1)2;
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� Ua,b,c,d,e = Ra,b and there is a �bration Ra,b,c,d,e → Ua,b,c,d,e with �bers isomorphic to
Pc−1 r Pd+e−a−1 = P2g−3+j/2 r P2g−3+j/2 = ∅.

Therefore we have proved that there are no (E, V )'s of type (4, d, 1) with α(j)-canonical
�ltration of type (1, 2, 1) and graded (Q2, 0)⊕(Q2, 0)⊕(Q3, 0)⊕(Q4,W4) with (Q2, 0) 6' (Q3, 0).
So we get simply

pj≡62d
22 := HD(Ra,b,c,d,e) = HD(∅) = 0.

(4b)-(4c)-(4d) Currently we are not able to compute the polynomials for these 3 cases.
We name such unknown polynomials by pj≡62d

23 , pj≡62d
24 and pj≡62d

25 respectively.

Remark 15.1.1. The previous numerical computations together with lemma 12.2.4 actually
suggest that also the scheme that should be considered in (4b) is the empty scheme and that
consequently also pj≡62d

23 should be equal to zero. Currently, we cannot say anything about
(4c) and (4d).

15.2 The moduli spaces G−(α(j); 4, d, 1)

Also in this case the length r of the �ltration of any object (E, V ) in G−(α(j); 4, d, 1) can
only be equal to 2, 3 or 4. So let us consider the 3 di�erent cases.

15.2.1 Case r = 2

By applying lemma 1.0.6, we get that any (E, V ) that belongs to G+(α(j); 4, d, 1) with
length of the αc-JHF equal to 2 sits in a non-split exact sequence:

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (15.7)

with conditions (a')-(b'). Then condition (a') implies that k2 = 0, so k1 = 1, but a priori n2

can be either equal to 1, 2 or 3.

(1) If n2 = 3, then n2 = 1; since µα(j)(E, V ) = d/3 − j/6, then condition (b') implies
that d2 = d − j/2. Therefore, this case is possible only if j ≡ 0 mod 2. If we assume that
condition, then both d2 = d − j/2 and d1 = j/2 are non-negative integers. Since r = 2, we
must impose that both (Q1,W1) and (Q2,W2) = (Q2, 0) are α(j)-stable. Since there are no
critical values for (1, d1, 1) and (3, d2, 0), this simply means that we are considering all the
pairs (Q1,W1), (Q2, 0) such that:

(Q1,W1) ∈ G(1, j/2, 1) = G1, (Q2, 0) ∈M s(3, d− j/2) = G2.

Since H0
21 = H2

21 = 0, we get

dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 3(g − 1)− 3j/2 + d− j/2 = 3g − 3 + d− 2j.
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So for every critical value α(j) such that j ≡ 0 mod 2 we get a contribution to G−(α(j); 4,

d, 1) by a projective bundle over G1 ×G2 with �ber P3g−4+d−2j . So we get the polynomial:

qj≡20
1 := HD(M s(3, d− j/2))

1− (uv)3g−3+d−2j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

Now we recall that we are assuming that j is even, so:

� d− j/2 ≡ 0 mod 3 if and only if j ≡ 2d mod 6;

� d− j/2 6≡ 0 mod 3 if and only if j ≡ 2d+ 2 mod 6 or j ≡ 2d+ 4 mod 6.

In the �rst case, we don't know an explicit formula for the Hodge-Deligne polynomial of
M s(3, d− j/2); in the second case we have an explicit formula, as described in chapter 8 (and
such a formula does not depend on j or d). We will denote the corresponding 2 polynomials
by HD(M(3, j ≡6 2d)) and HD(M s(3, j ≡6 2d+ 2)) = HD(M s(3, j ≡6 2d+ 4)) respectively.
According to that notation, we denote by qj≡62d

1 and qj≡62d+2
1 = qj≡62d+4

1 the corresponding
polynomials.

(2) If n2 = 2, then n1 = 2. Moreover, condition (b') implies that d2 = (2d − j)/3, so
this case is possible only if j ≡ 2d mod 3, that is j ∈ {2d, 2d + 3}mod 6. If we assume that
condition, then both d2 and d1 = d− d1 = (d+ j)/3 are non-negative integers.

Now we recall that both (Q1,W1) and (Q2, 0) must be strictly α(j)-stable (otherwise, the
length of the Jordan-Hölder �ltration would be bigger than 2). So we need to consider 2 cases:

(a) if j ≡ 2d mod 6, then d2 = (2d− j)/3 is even, so we are considering

(Q2, 0) ∈M s

(
2,

2d− j
3

)
= M s(2, even) =: G2;

(b) if j ≡ 2d+ 3 mod 6, then d2 = (2d− j)/3 is odd, so we are considering

(Q2, 0) ∈M s

(
2,

2d− j
3

)
= M s(2, odd) = M ss(2, odd) =: G′2.

Analogously, (Q1,W1) must be an object of the moduli space Gs(α(j); 2, (d+j)/3, 1). Such
a scheme is not empty if and only if 0 < α(j) < (d+ j)/3, but this condition is automatically
satis�ed by de�nition of α(j) for all j > 0 (for j = 0 the moduli space of semistable objects is
non-empty, while the stable locus is empty). Then we have to verify if α(j) is critical for the
triple (2, (d + j)/3, 1). According to the computations of chapter 13, α(j) is critical for such
a triple if and only if α(j) = (d+ j)/3− 2k for some 0 ≤ k < (d+ j)/6. So this gives:

d− 2j

3
= α(j) =

d+ j

3
− 2k =

d+ j − 6k

3
⇔ j = 2k.
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So α(j) is critical for (2, (d+j)/3, 1) if and only if j = 2k for some 0 ≤ k < (d+j)/6. If we
set j = 2k, this is equivalent to imposing 0 ≤ j < (d+ j)/3, that is equivalent to 0 ≤ j < d/2.
These are exactly the conditions we already put on j, so α(j) is critical for (2, (d+ j)/3, 1) if
and only if j is any admissible value (i.e. 0 ≤ j < d/2) such that j ≡ 0 mod 2. Now we have
to distinguish 2 cases as follows.

(i) If j ≡ 0 mod 2, then (d − 2j)/3 is a critical value for (2, (d + j)/3, 1). In particular, if
we write k := j/2 ∈ N0, then we can write (d− 2j)/3 = (d+ j)/3− 2k and we need to
consider

(Q1,W1) ∈ Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
=: G1.

According to corollary 13.3.2 with d replaced by (d + j)/3 and k replaced by j/2, we
have that

HD(G1) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+1+(d−2j)/3x1−j/2

1− x(uv)2
− x−j/2

]
.

(ii) If j ≡ 1 mod 2, then we can de�ne k := (j − 1)/2 ∈ N0, so that

d− 2j

3
=
d+ j

3
− 2k − 1.

We recall that the critical values of (2, (d+ j)/3, 1) are of the form (d+ j)/3− 2k, so we
need to consider

(Q1,W1) ∈ Gs

(
d+ j

3
− 2k − 1; 2,

d+ j

3
, 1

)
=

= Gs

(
d+ j

3
− 2k − ε; 2,

d+ j

3
, 1

)
=: G′1.

According to theorem 13.3.1 with d replaced by (d + j)/3 and k replaced by (j − 1)/2,
we have that

HD(G′1) =
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
.
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We recall that we are under the hypothesis j ∈ {2d, 2d + 3}mod 6. Therefore, under that
condition we have j ≡ 0 mod 2 if and only if j ≡ 2d mod 6 and j ≡ 1 mod 2 if and only if
j ≡ 2d+ 3 mod 6. So cases (a) and (b) match with the cases (i) and (ii) respectively.

Since H0
21 = H2

21 = 0 for all values of j, we get:

dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 4(g − 1)− 2d+j
3 + 22d−j

3 = 4g − 4 + 2d−4j
3 .

So for every critical value α(j) such that j ≡ 2d mod 3, we get a contribution toG−(α(j); 4,

d, 1) by:

� a projective bundle over G1 ×G2 with �ber P4g−5+(2d−4j)/3 if j ≡ 2d mod 6;

� a projective bundle over G′1 ×G′2 with the same �ber if j ≡ 2d+ 3 mod 6;

So we get the polynomials

qj≡62d
2 =

1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
·

·(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+1+(d−2j)/3x1−j/2

1− x(uv)2
− x−j/2

]
· 1− (uv)4g−4+(2d−4j)/3

1− uv

and

qj≡62d+3
2 =

(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)2g(1 + v)2g

(1− uv)(1− (uv)2)
·

·(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
· 1− (uv)4g−4+(2d−4j)/3

1− uv

according to the 2 possible values of j modulo 6.

(3) If n2 = 1, then n1 = 3. Moreover, condition (b') implies that d2 = (2d − j)/6, so
this case is possible only if j ≡ 2d mod 6. If we assume that condition, then both d2 and
d1 = d− d1 = (4d+ j)/6 are non-negative integers.

Now both (Q1,W1) and (Q2, 0) must be strictly α(j)-stable. For (Q2, 0), this simply
amounts to considering all possible objects of J (2d−j)/6 =: G2. On the other hand, (Q1,W1)
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must be an object of the moduli space Gs(α(j); 3, (4d + j)/6, 1). Such a scheme is non-
empty if and only if α(j) < (4d + j)/12, but this condition is automatically satis�ed by
de�nition of α(j) for all j > 0 (if j = 0, the semistable locus is non-empty, while the stable
locus is empty). Then we have to verify if α(j) is critical for the triple (3, (4d + j)/6, 1).
According to the computations of chapter 14, α(j) is critical for such a triple if and only if
α(j) = d1/2− 3k/2 = (4d+ j)/12− 3k/2 for some 0 ≤ k < d2/3 = (4d+ j)/18. So this gives:

d− 2j

3
= α(j) =

4d+ j

12
− 3k

2
=

4d+ j − 18k

12
⇔ j = 2k.

So α(j) is critical for (3, d1, 1) if and only if j = 2k for some 0 ≤ k < (4d+ j)/18. If we set
j := 2k, this is equivalent to imposing 0 ≤ j < (4d+ j)/9. These conditions are equivalent to
0 ≤ j < d/2, that are exactly the conditions we already put on j. Therefore, α(j) is critical for
(3, d1, 1) if and only if j is any admissible value (i.e. 0 ≤ j < d/2) such that j ≡ 0 mod 2. But
we recall that the case we are considering is possible only when j ≡ 2d mod 6, that implies
j ≡ 0 mod 2. Therefore, when this case is possible α(j) is always critical for (3, d1, 1). Then
if we de�ne k := j/2 ∈ N0, we need to consider

(Q1,W1) ∈ Gs

(
1

2

(
4d+ j

6
− 3k

)
; 3,

4d+ j

6
, 1

)
=: G1.

Now we recall that according to chapter 14 we have 2 di�erent formulae for the Hodge-
Deligne polynomial of Gs((d′− 3k′)/2; 3, d′, 1) depending on d′− k′ being odd or even. In our
case d′ = (4d+ j)/6 and k′ = j/2, so

d′ − k′ = 4d+ j

6
− j

2
=

4d− 2j

6
=

2d− j
3

.

Since in this case we are assuming j ≡ 2d mod 6, then d′ − k′ is even, so we can apply
corollary 14.3.7 with d replaced by (4d+ j)/6 and k replaced by j/2 and we get

HD(G1) = (1 + u)g(1 + v)g·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·

(
(uv)jx−j/2

1− (uv)−2x
− (uv)2g+1+(2d−4j)/3x1−j/2

1− (uv)3x
− x−j/2

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)j+1x−j/2

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+4+(2d−4j)/3x2−j/2

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(2d−j)/6x1−j/2

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−j/2
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)j/2x−j/2

1− (uv)−1x
− (uv)g+1+(d−3j)/3x1−j/2

1− (uv)2x
− x−j/2

]}
.

Now for all values of j we have that H0
21 = H2

21 = 0, so:

dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 3(g − 1)− 4d+j
6 + 2d−j

2 = 3g − 3 + d−2j
3 .
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Then we will get a projective bundle over G1 × G2 with �bers P3g−4+(d−j)/3. So we get
the polynomial

qj≡62d
3 := HD(G1)HD(G2)HD(P3g−4+(d−2j)/3 =

= (1 + u)g(1 + v)g
1− (uv)3g−3+(d−2j)/3

1− uv
HD(G1) =

= (1 + u)2g(1 + v)2g 1− (uv)3g−3+(d−2j)/3

1− uv
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·
{

(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)2(1− (uv)2)
·

·

(
(uv)jx−j/2

1− (uv)−2x
− (uv)2g+1+(2d−4j)/3x1−j/2

1− (uv)3x
− x−j/2

)
+

(uv)g−1(1 + u)g(1 + v)g

(1− uv)2(1 + uv)
·

·

(
(uv)j+1x−j/2

(1− (uv)−2x)(1− (uv)−1x)
+

(uv)2g+4+(2d−4j)/3x2−j/2

(1− (uv)3x)(1− (uv)2x)
− (1 + uv)(uv)g+1+(2d−j)/6x1−j/2

(1− (uv)−1x)(1− (uv)2x)
+

−uvx−j/2
)
−(1 + u)g(1 + v)g

(1− uv)2

[
(uv)j/2x−j/2

1− (uv)−1x
− (uv)g+1+(d−3j)/3x1−j/2

1− (uv)2x
− x−j/2

]}
.

15.2.2 Case r = 3

In this case the graded of (E, V ) is necessarily made of 3 objects of the form (Q1,W1),
(Q2, 0), (Q3, 0) (a priori not necessarily in this order) where 2 of the Qi's are line bundles and
one is a vector bundle of rank 2. So we need to consider 3 possibilities.

(a) If Q1 is the vector bundle of rank 2, then necessarily Q2 and Q3 are line bundles of the
same degree d2 = d3 = (2d− j)/6 and Q1 has degree d1 = (d+ j)/3.

(b) If Q1 is a line bundle, then we get that d1 = j/2; if Q2 is a line bundle, then it has degree
d2 = (2d− j)/6 and Q3 is a vector bundle of rank 2 and degree d3 = (2d− j)/3.

(c) If Q1 is a line bundle, then we get that d1 = j/2; if Q3 is a line bundle, then it has degree
d3 = (2d− j)/6 and Q2 is a vector bundle of rank 2 and degree d2 = (2d− j)/3.

Therefore, all the 3 cases are possible only when j ≡ 2d mod 6. For each case we have to
consider 2 di�erent subcases according to the various α(j)-canonical �ltrations.

(1) Unique α(j)-Jordan-Hölder �ltration. If the �ltration is unique, we need to �x
the order of the 3 objects of the graded. The object (Q1,W1) must be necessarily the �rst ob-
ject of the graded, otherwise it destabilizes (E, V ) for α(j)−. Therefore we have the following
possibilities.

(1a) Let us suppose that the graded is given by (Q1,W1)⊕ (Q2, 0)⊕ (Q3, 0) with:
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� Q2 and Q3 both line bundles of degree d2 = d3 = (2d− j)/6;

� (Q1,W1) with Q1 vector bundle of rank 2 and degree d1 = (d+ j)/3.

In this case Hom ((Q1,W1), (Q2, 0)) = 0 because both objects are αc-stable with the same
slope and they are not isomorphic. Then we have to consider two subcases as follows

(1a-i) If we suppose that (Q2, 0) 6' (Q3, 0), then we can apply proposition 6.1.6 in order
to parametrize all the corresponding (E, V )'s. In this case Hom((Q3, 0), (Q2, 0)) = 0, so the
invariant a of that proposition can only assume the value

a = dim Ext1((Q3, 0), (Q2, 0)) = C32 = n2n3(g − 1)− d2n3 + d3n2 = g − 1

on the set Ua = G2 × G3 r ∆23. So we have a projective bundle Ra over Ua with �bers
isomorphic to Pa−1 = Pg−2. If we write E′′ = (E′′, 0) for any non-split extension of Q3 by Q2,
we get that it is a vector bundle of rank N ′′ = 2 and degree D′′ = 2d2 = (2d−j)/3. Moreover,
Ext2((E′′, 0), (Q1,W1)) = 0 because k1 = 1 and also Hom(−,−) = 0; therefore we get that
the invariant b can assume only the value:

b = dim Ext1((E′′, V ′′), (Q1,W1)) = n1N
′′(g − 1)− d1N

′′ +D′′n1 =

= 4(g − 1)− 2
d+ j

3
+ 2

2d− j
3

= 4g − 4 +
2d− 4j

3
.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3, 0), (Q1,W1)) = C31 = n1n3(g − 1)− d1n3 + d3n1 =

= 2(g − 1)− d+ j

3
+

2d− j
3

= 2g − 2 + (d− 2j)/3.

Therefore, we get that Ua,b,c = G1 × Ra and we have a bundle Ra,b,c over Ua,b,c with
�bers isomorphic to Pb−1 rPc−1 = P4g−5+(2d−4j)/3 rP2g−3+(d−2j)/3, that parametrizes all the
(E, V )'s under consideration. We recall that G2 = G3 = J (d−2j)/6C. Since j ≡ 2d mod 6,
then we can de�ne k := j/2 ∈ N0; since 0 ≤ j < d/2, then we get that 0 ≤ k < (d+ j)/6. So
that we are considering all the (Q1,W1)'s in the scheme

G1 = Gs

(
d− 2j

3
; 2,

d+ j

3
, 1

)
= Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
.

Then formula (15.3) gives the Hodge-Deligne polynomial of G1. Then we get the Hodge-
Deligne polynomial

qj≡62d
4 := HD(Ra,b,c) =

(
HD(P4g−5+(2d−4j)/3)−HD(P2g−3+(d−2j)/3)

)
HD(G1)HD(Ra) =

=
(
HD(P4g−5+(2d−4j)/3)−HD(P2g−3+(d−2j)/3)

)
HD(Pg−2)·

·HD(G1) · HD(G2) (HD(G2)− 1) =
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=
(uv)2g−2+(d−2j)/3 − (uv)4g−4+(2d−4j)/3

1− uv
· 1− (uv)g−1

1− uv
· (1 + u)g(1 + v)g

1− uv
·

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

·(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1).

(1a-ii) Let us suppose that (Q2, 0) ' (Q3, 0). Since k2 = 0, then we get that Ext2((Q2, 0),

(Q1,W1)) = 0. So we can apply proposition 6.1.8 in order to parametrize all the corresponding
(E, V )'s. In this case we need to compute the invariants:

a = dim Ext1((Q3, 0), (Q2, 0)) = C32 + 1 = g

and

b = dim Ext1((Q3, 0), (Q1,W1)) = C31 = 2g − 2 + (d− 2j)/3.

Therefore, we get a projective bundle Ra over G2 = G3 with �bers isomorphic to Pg−1;
the (E, V )'s we are interested in are parametrized by a bundle Ra,b over G1 ×Ra with �bers
isomorphic to C2g−3+(d−2j)/3 × P2g−3+(d−2j)/3. In this case the schemes G1 and G2 are as in
case (1a-i), so we get the polynomial:

qj≡62d
5 := HD(G2)HD(G1)HD(C2g−3+(d−2j)/3)HD(P2g−3+(2d−j)/3)HD(Pg−1) =

= (1 + u)g(1 + v)g
(1 + u)g(1 + v)g

1− uv
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

·(uv)2g−3+(d−2j)/3 1− (uv)2g−2+(d−2j)/3

1− uv
· 1− (uv)g

1− uv
.

(1b) Let us suppose that the graded is given by (Q1,W1)⊕ (Q2, 0)⊕ (Q3, 0) where:

� Q1 is a line bundle of degree d1 = j/2;

� Q2 is a line bundle of degree d2 = (2d− j)/6;

� Q3 is a vector bundle of rank 2 and degree d3 = (2d− j)/3.

Since Q2 is a line bundle and Q3 is a vector bundle of rank 2, then these 2 coherent systems
cannot be isomorphic; since they are both αc-stable, we get that Hom((Q3, 0), (Q2, 0)) = 0.
Moreover, we have also that Hom ((Q2, 0), (Q1,W1)) = 0 because both objects are αc-stable
with the same slope and they are not isomorphic. Then we can apply proposition 6.1.6 in
order to parametrize all the corresponding (E, V )'s. In this case the invariant a can only
assume the value
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a = dim Ext1((Q3, 0), (Q2, 0)) = C32 = n2n3(g − 1)− d2n3 + d3n2 =

= 2(g − 1)− 2d− j
3

+
2d− j

3
= 2g − 2

on the set Ua = G2 × G3. So we get a projective bundle Ra over Ua with �bers isomorphic
to P2g−3. If we write E′′ = (E′′, 0) for any extension of Q3 by Q2, we get that N ′′ = 3 and
D′′ = d2 + d3 = d − j/2. Moreover, Ext2((E′′, 0), (Q1,W1)) = 0 because k′′ = 0 and also
Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((E′′, 0), (Q1,W1)) = n1N
′′(g − 1)− d1N

′′ +D′′n1 =

= 3(g − 1)− 3j/2 + d− j/2 = 3g − 3 + d− 2j.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3, 0), (Q1,W1)) = C31 = n1n3(g − 1)− d1n3 + d3n1 =

= 2g − 2− j + (2d− j)/3 = 2g − 2 + (2d− 4j)/3.

Therefore, we get that Ua,b,c = G1 ×Ra and we get a bundle Ra,b,c over Ua,b,c with �bers
isomorphic to Pb−1 r Pc−1 = P3g−4+d−2j r P2g−3+(2d−4j)/3. Now the objects (Qi,Wi)'s vary
in the following sets:

(Q1,W1) ∈ G1 = G(1, j/2, 1),

(Q2, 0) ∈ G2 = J (2d−j)/6C, (Q3, 0) ∈ G3 = M s(2, (2d− j)/3).

Since we are assuming that j ≡ 2d mod 6, then (2d − j)/3 is even, so for the scheme G3

we need to use formula (8.11). Then we get the Hodge-Deligne polynomial

qj≡62d
6 := HD(Ra,b,c) =

(
HD(P3g−4+d−2j)−HD(P2g−3+(2d−4j)/3)

)
HD(G1)HD(Ra) =

=
(uv)2g−2+(2d−4j)/3 − (uv)3g−3+d−2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·HD(P2g−3) · HD(J (2d−j)/6C) · HD(M s(2, even)) =

=
(uv)2g−2+(2d−4j)/3 − (uv)3g−3+d−2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)2g−2

1− uv
·

·(1 + u)g(1 + v)g · 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
.

(1c) Let us suppose that the graded is given by (Q1,W1)⊕ (Q2, 0)⊕ (Q3, 0) where:

� Q1 is a line bundle of degree d1 = j/2;
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� Q2 is a vector bundle of rank 2 and degree d2 = (2d− j)/3;

� Q3 is a line bundle of degree d3 = (2d− j)/6.

In this case Hom ((Q2, 0), (Q1,W1)) = 0 because both objects are αc-stable with the same
slope and they are not isomorphic. SinceQ2 is a line bundle andQ2 is a vector bundle of rank 2,
then these 2 coherent systems cannot be isomorphic, therefore we can apply again proposition
6.1.6 in order to parametrize all the corresponding (E, V )'s. Since Hom((Q3, 0), (Q2, 0)) = 0,
then the invariant a can only assume the value

a = dim Ext1((Q3, 0), (Q2, 0)) = C32 = n2n3(g − 1)− d2n3 + d3n2 =

= 2(g − 1)− (2d− j)/3 + (2d− j)/3 = 2g − 2

on the set Ua = G2 × G3. So we will get a projective bundle Ra over Ua with �bers P2g−3.
If we write E′′ = (E′′, 0) for any non-split extension of Q3 by Q2, we get that N ′′ = 3 and
D′′ = d2 + d3 = d − j/2. Moreover, Ext2((E′′, 0), (Q1,W1)) = 0 because K ′′ = 0 and also
Hom(−,−) = 0; therefore we get that the invariant b can assume only the value:

b = dim Ext1((E′′, 0), (Q1,W1)) = n1N
′′(g − 1)− d1N

′′ +D′′n1 =

= 3(g − 1)− 3j/2 + d− j/2 = 3g − 3 + d− 2j.

Moreover, the invariant c can only assume the value:

c = dim Ext1((Q3, 0), (Q1,W1)) = C31 = n1n3(g − 1)− d1n3 + d3n1 =

= g − 1− j/2 + (2d− j)/6 = g − 1 + (d− 2j)/3.

Therefore, we get that Ua,b,c = G1 ×Ra and we get a bundle Ra,b,c over Ua,b,c with �bers
isomorphic to Pb−1 r Pa−1 = P3g−4+d−2j r Pg−2+(d−2j)/3. Now the objects (Qi,Wi)'s vary in
the following sets:

(Q1,W1) ∈ G1 = G(1, j/2, 1),

(Q2, 0) ∈ G2 = M s(2, (2d− j)/3), (Q3, 0) ∈ G3 = J (2d−j)/6C.

Since we are assuming that j ≡ 2d mod 6, then (2d − j)/3 is even, so for the scheme G2

we need to use formula (8.11). Then we get the Hodge-Deligne polynomial

qj≡62d
7 := HD(Ra,b,c) =

(
HD(P3g−4+d−2j)−HD(Pg−2+(d−2j)/3)

)
HD(G1)HD(Ra) =

=
(uv)g−1+(d−2j)/3 − (uv)3g−3+d−2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·HD(P2g−3) · HD(M s(2, even)) · HD(J (2d−j)/6C) =

=
(uv)g−1+(d−2j)/3 − (uv)3g−3+d−2j

1− uv
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)2g−2

1− uv
·
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·(1 + u)g(1 + v)g · 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
.

This concludes the computations for the case when (E, V ) has unique α(j)-Jordan-Hölder
�ltration of length 3.

(2) Not unique α(j)-Jordan-Hölder �ltration. In this case the α(j)-canonical �ltra-
tion has necessarily length 2 (it cannot be equal to 1 because in that case this would imply that
the corresponding (E, V )'s are semistable only at the critical value and they are not stable
either on the left or on the right of any such value). If the length of the canonical �ltration is
s = 2, by using the same argument used before we get that the canonical �ltration of (E, V )

is given by

0 ⊂ (Q1,W1) ⊂ (E, V )

with (E, V )/(Q1,W1) ' (Q2, 0) ⊕ (Q3, 0). In this case the 2 cases denoted by (b) and (c)
before coincide since the order of (Q2, 0) and (Q3, 0) is not important. Therefore, we have
only to consider cases (a) and (b).

(2a) Let us suppose that the (Qi,Wi)'s are described as in (a). Then (Q2, 0) and (Q3, 0)

are of the same type, so we need to consider 2 subcases.

(2a-i) Let us suppose that (Q2, 0) 6' (Q3, 0); since these objects are of the same type,
then we can use proposition 7.1.2 in order to have a global parametrization. In this case the
invariant a can assume only the value

a = dim Ext1 ((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= 2(g − 1)− d+ j

3
+

2d− j
3

= 2g − 2 + (d− 2j)/3

and analogously also b can only assume the value b = g − 1 + (d− 2j)/3. Therefore the only
schemes we are interested in are those described in (c) and (d) in that proposition. From the
point of view of Hodge-Deligne polynomials, we can assume that there is a unique index i = j,
so that there is only one scheme of type (d). Using the last part of proposition 7.1.2, we get
that the (E, V )'s we are interested in are parametrized by a scheme M/Z2 and from the point
of view of Hodge-Deligne polynomials we can assume that M is the scheme

G1 × (G2 ×G3 r ∆23)× P2g−3+(d−2j)/3 × P2g−3+(d−2j)/3,

where Z2 acts by: (
(Q1,W1), Q2, Q3, µ2, µ3

)
7→
(

(Q1,W1), Q3, Q2, µ3, µ2

)
.

Let us write M ′ := G2 × P2g−3+(d−2j)/3 = J (2d−j)/6C × P2g−3+(d−2j)/3; then
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HD(M ′)(u, v) =
1− (uv)2g−2+(d−2j)/3

1− uv
(1 + u)g(1 + v)g.

Therefore we can compute:

A := HD((M ′ ×M ′)/Z2)(u, v) =

=
1

2

(
(HD(M ′)(u, v))2 +HD(M ′)(−u2,−v2)

)
=

=
1

2

(
(1− (uv)2g−2+(d−2j)/3)2

(1− uv)2
(1 + u)2g(1 + v)2g +

1− (uv)4g−4+(2d−4j)/3

1− (uv)2
(1− u2)g(1− v2)g

)
and

B := HD
(

(∆23 × P2g−3+(d−2j)/3 × P2g−3+(d−2j)/3)/Z2

)
=

= HD(∆23) · HD
(

(P2g−3+(d−2j)/3 × P2g−3+(d−2j)/3)/Z2

)
=

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

1− (uv)4g−4+(2d−4j)/3

1− (uv)2

)
.

Since j ≡ 2d mod 6, then it makes sense to de�ne k := j/2 ∈ N0 and we get that (Q1,W1)

varies in the scheme

G1 = Gs

(
d− 2j

3
; 2,

d+ j

3
, 1

)
= Gs

(
d+ j

3
− 2k; 2,

d+ j

3
, 1

)
.

So formula (15.3) gives the Hodge-Deligne polynomial of G1. Finally, we can compute:

qj≡62d
8 := HD(M/Z2) = HD(G1) · (A−B) =

=
(1 + u)g(1 + v)g

2(1− uv)
coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
·

{
(1− (uv)2g−2+(d−2j)/3)2

(1− uv)2
(1 + u)2g(1 + v)2g +

1− (uv)4g−4+(2d−4j)/3

1− (uv)2
(1− u2)g(1− v2)g+

−(1 + u)g(1 + v)g

(
(1− (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

1− (uv)4g−4+(2d−4j)/3

1− (uv)2

)}
.

(2a-ii) If we are in case (a) and (Q2, 0) ' (Q3, 0), then the corresponding (E, V )'s are
parametrized using proposition 7.1.3. From the point of view of Hodge-Deligne polynomials,
we can assume that there is a single index i. Also in this case, there is only one value for the
invariant a, namely a = 2g − 2 + (d− 2j)/3 as in (2a-i). So we can assume that the (E, V )'s
we are interested in are parametrized by a grassmannian Grass(2, Ra) where Ra is a vector
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bundle over Ua = G1 × G2 with �bers isomorphic to C2g−3+(d−2j)/3. Here G1 and G2 are as
in (2a-i), so we get the polynomial:

qj≡62d
9 := HD(Grass(2, Ra)) =

= HD
(
Grass(2, 2g − 2 + (d− 2j)/3)

)
· HD(G1) · HD(G2) =

=
(1− (uv)2g−3+(d−2j)/3)(1− (uv)2g−2+(d−2j)/3)

(1− uv)2(1− (uv)2)
(1 + u)2g(1 + v)2g)·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)j/2x−j/2

1− x(uv)−1
− (uv)g+(d−2j)/3+1x1−j/2

1− x(uv)2
− x−j/2

]
.

(2b) We have also to consider case (b) (that coincides with case (c)). In that case Q2

and Q3 have di�erent ranks, so in particular their types are di�erent, so we can simply apply
proposition 7.1.1 in order to parametrize the corresponding (E, V )'s. In this case the invariants
b can only assume the value:

b = dim Ext1((Q3, 0), (Q1,W1)) = 2g − 2 + (2d− 4j)/3

(this is computed as the invariant c is computed in (1b)), and a can only assume the value:

a = dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= g − 1− j/2 + (2d− j)/6 = g − 1 + (d− 2j)/3.

From the point of view of Hodge-Deligne polynomials we can assume that there is a single
index i. So we can assume that the (E, V )'s we are interested in are parametrized by a scheme
R that comes with a sequence of two projective �brations

R −→ A −→ U = G1 ×G2 ×G3;

the �rst �bration has �bers isomorphic to Pb−1 = P2g−3+(2d−4j)/3, while the second �bration
has �bers isomorphic to Pa−1 = Pg−2+(d−2j)/3. Here the schemes Gi for i = 1, 2, 3 coincide
with those described in case (1b). So we get the polynomial:

qj≡62d
10 = HD(P2g−3+(2d−4j)/3)HD(Pg−2+(d−2j)/3)HD(G1)HD(G2)HD(G3) =

=
1− (uv)2g−2+(2d−4j)/3

1− uv
· 1− (uv)g−1+(d−2j)/3

1− uv
(1 + u)g(1 + v)g·

· 1

2(1− uv)(1− (uv)2)

(
2(1 + u)g(1 + v)g(1 + u2v)g(1 + uv2)g+

−(1 + u)2g(1 + v)2g(1 + 2ug+1vg+1 − u2v2)− (1− u2)g(1− v2)g(1− uv)2
)
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.
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15.2.3 Case r = 4

In this case the graded is necessarily made of 4 objects of the form (Q1,W1), (Qi, 0)i=2,3,4

where (Q1,W1) must be necessarily the �rst object of the graded in order not to desta-
bilize (E, V ) for α(j)−. Moreover, every Qi for i = 2, 3, 4 must be a line bundle and
the stability conditions prove that the Qi's for i = 2, 3, 4 must all have the same degree
d2 = d3 = d4 = (2d − j)/6. Therefore, this case is possible only when j ≡ 2d mod 6. More-
over, Q1 is a line bundle of degree d1 = d− 3d2 = d− (2d− j)/2 = j/2.

Then we need to consider several di�erent subcases according to the various α(j)-canonical
�ltrations. The cases we will consider are those when the canonical �ltration is one of the fol-
lowing types: (1, 1, 1, 1) (unique α(j)-Jordan-Hölder �ltration), (1, 3), (1, 2, 1) and (1, 1, 2). A
priori we should also consider the cases (2, 1, 1), (3, 1) and (4); none of these 3 cases is actually
possible since in each case we will have a subobject (Qi, 0) ⊂ (E, V ) for some i ∈ {2, 3, 4} and
this will prove that (E, V ) is not α−c -stable, so these 3 cases do not occur in the description
of G−(αc; 4, d, 1).

(1) Canonical �ltration of type (1,1,1,1) (unique α(j)-Jordan-Hölder �ltration).
Since the (Qi, 0)'s for i = 2, 3, 4 are all of the same type, we need to consider 4 subcases
according to the various relations between them:

(a) (Q2, 0) 6' (Q3, 0) ' (Q4, 0);

(b) (Q2, 0) 6' (Q3, 0) 6' (Q4, 0);

(c) (Q2, 0) ' (Q3, 0) ' (Q4, 0);

(d) (Q2, 0) ' (Q3, 0) 6' (Q4, 0).

(1a) Let us suppose that (Q2, 0) 6' (Q3, 0) ' (Q4, 0). Then we can apply proposition
6.2.6. In this case we need to compute the invariants a, b, c, d, e, f . In order to do that, let
(E2, V2) be any non-split extension of (Q2, 0) by (Q1,W1) and let (E′′, 0) be any non-split
extension of (Q4, 0) by (Q3, 0). Then E2 is a vector bundle of rank N2 = 2 and degree
D2 = (2d− j)/6 + j/2 = (d+ j)/3; moreover, the dimension of V2 is K2 = 1. E′′ is a vector
bundle of rank N ′′ = 2 and degree D′′ = d3 +d4 = 2d3 = (2d−j)/3. Since (Q1,W1) 6' (Q2, 0),
we have:

a = dim Ext1((Q2, 0), (Q1,W1)) = C21 =

= n1n2(g − 1)− d1n2 + d2n1 = g − 1− j/2 + (2d− j)/6 = g − 1 + (d− 2j)/3.

Since (Q3, 0) ' (Q4, 0), we have

b = dim Ext1((Q4, 0), (Q3, 0)) = C43 + 1 = n3n4(g − 1)− d3n4 + d4n3 + 1 = g.

Moreover, since (Q3, 0) is of the same type of (Q2, 0) and (Q2, 0) 6' (Q1,W1), we have that
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f = dim Ext1((Q3, 0), (Q1,W1)) = a = g − 1 + (d− 2j)/3.

Now (E′′, 0) is a non-split extension of (Q3, 0) by itself and (E2, V2) is a non-split extension
of (Q2, 0) by (Q1,W1). So as in (6.71) we get:

Hom((E′′, 0), (E2, V2)) = 0 = Hom((Q4, 0), (E2, V2)).

Moreover, we have also that Hom((E′′, V ′′), (Q1,W1)) = 0 because the graded of (E′′, V ′′)

does not contain any object isomorphic to (Q1,W1). Then we can compute also the following
invariants.

c = dim Ext1((E′′, V ′′), (E2, 0)) = N2N
′′(g − 1)−D2N

′′ +D′′N2 =

= 4(g − 1)− 2(d+ j)/3 + 2(2d− j)/3 = 4g − 4 + (2d− 4j)/3.

d = dim Ext1((Q4, 0), (E2, V2)) = N2n4(g − 1)−D2n4 + d4N2 =

= 2(g − 1)− (d+ j)/3 + (2d− j)/3 = 2g − 2 + (d− 2j)/3.

e = dim Ext1((E′′, 0), (Q1,W1)) = n1N
′′(g − 1)− d1N

′′ +D′′n1 =

= 2(g − 1)− j + (2d− j)/3 = 2g − 2 + (2d− 4j)/3.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i, j, l of proposition 6.2.6, so without loss of generality
we can assume the following description:

� Ua = G1 × G2 and there is a projective bundle Ra over it with �bers isomorphic to
Pa−1 = Pg−2+(d−2j)/3;

� U b = G3 = G4 and there is a projective bundle Rb over it with �bers isomorphic to
Pb−1 = Pg−1;

� from the point of view of Hodge-Deligne polynomials we can suppose that Ra × Rb =

G1 ×G2 ×G3 × Pg−2+(d−2j)/3 × Pg−1. So we can assume that

Ua,b,c,d,e,f = G1 × (G2 ×G3 r ∆23)× Pg−2+(d−2j)/3 × Pg−1;

there is a bundle Ra,b,c,d,e,f over it with �bers isomorphic to Cd−1×(Pc−d−1rPe−f−1) =

C2g−3+(d−2j)/3 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)

The (E, V )'s we are interested in are parametrized by the scheme Ra,b,c,d,e,f . In this case

G1 = G(1, j/2, 1), G2 = G3 = G4 = J (2d−j)/6C.

So we get the polynomial
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qj≡62d
11 = HD(Ra,b,c,d,e,f ) = HD(G1)(HD(G2)2 −HD(G2))HD(Pg−1)HD(Pg−2+(d−2j)/3)·

·HD(C2g−3+(d−2j)/3 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)g

1− uv
·

·1− (uv)g−1+(d−2j)/3

1− uv
· (uv)2g−3+(d−2j)/3 · (uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3

1− uv
.

(1b) Let us suppose that (Q2, 0) 6' (Q3, 0) 6' (Q4, 0); we don't �x any additional condition
on the relations between (Q2, 0) and (Q4, 0). Then we can apply proposition 6.2.8. Also in
this case we need to compute invariants a, b, c, d, e, f . In order to do that, let (E2, V2) and
(E′′, 0) be as in the case (1a). Then we get the same invariants computed before, except for
the invariant b that now has value g − 1 (instead of g). In particular, each invariant can only
assume one value. From the point of view of Hodge-Deligne polynomials, we can ignore the
indices i, j, l of that proposition, so we can assume that:

� Ua = G1 × G2 and there is a projective bundle Ra over it with �bers isomorphic to
Pa−1 = Pg−2+(d−2j)/3;

� U b = G3 ×G4 r ∆34 and there is a bundle Rb over it with �bers isomorphic to Pb−1 =

Pg−2;

� from the point of view of Hodge-Deligne polynomials we can suppose that Ra × Rb =

G1 ×G2 × (G3 ×G4 r ∆34)× Pg−2+(d−2j)/3 × Pg−2. So we can assume that

Ua,b,c,d,e,f = G1 × (G2 × (G3 ×G4 r ∆34) r ∆23 ×G4)× Pg−2+(d−2j)/3 × Pg−2;

there is a bundle Ra,b,c,d,e,f over it with �bers isomorphic to

Pc−1 r Pd+e−f−1 = P4g−5+(2d−4j)/3 r P3g−4+(2d−4j)/3.

The (E, V )'s we are interested in are parametrized by the scheme Ra,b,c,d,e,f . Also in this
case

G1 = G(1, j/2, 1), G2 = G3 = G4 = J (2d−j)/6C.

Now as in (15.4) we get that

HD(G2 × (G3 ×G4 r ∆34) r ∆23 ×G4) = HD(G2)(HD(G2)− 1)2;

So we get the polynomial

qj≡62d
12 = HD(Ra,b,c,d,e,f ) = HD(G1)HD(G2)(HD(G2)− 1)2·
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·HD(Pg−2)HD(Pg−2+(d−2j)/3)HD(P4g−5+(2d−4j)/3 r P3g−4+(2d−4j)/3) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)2 coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)g−1

1− uv
· 1− (uv)g−1+(d−2j)/3

1− uv
· (uv)3g−3+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− uv
.

(1c)-(1d) As we stated in remark 6.2.3, we are still not able give a geometric description
of these 2 cases. We simply denote the corresponding polynomials by qj≡62d

13 and qj≡62d
14 re-

spectively.

(2) Canonical �ltration of type (1,3). Since the (Qi, 0)'s for i = 2, 3, 4 are all of the
same type, we need to consider 3 subcases as follows:

(a) there are no pairs of isomorphic objects among the (Qi, 0)'s for i = 2, 3, 4;

(b) exactly 2 objects among the (Qi, 0)'s are isomorphic; without loss of generality we can
assume that they are (Q2, 0) and (Q3, 0);

(c) (Q2, 0) ' (Q3, 0) ' (Q4, 0).

(2a) Let us suppose that there are no pairs of isomorphic objects among the (Qi, 0)'s
for i = 2, 3, 4. Then we can apply proposition 7.3.4. In this case we need to compute the
invariants a, b, c; the same computation that gives the invariants a and f in case (1a) proves
that we have:

b = dim Ext1((Q3, 0), (Q1,W1)) = g − 1 + (d− 2j)/3.

Analogously, since (Q2, 0), (Q3, 0) and (Q4, 0) are all of the same type, we get that

a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3 =

= dim Ext1((Q4, 0), (Q1,W1)) = c.

Now G1 = G(α(j); 1; j/2, 1) and G2 = J (2d−j)/6C, so both spaces are irreducible. There-
fore the index i appearing in proposition 7.3.4 assumes only one value. Moreover, since
G2 = G3 = G4, also the indices j and k can assume only one value. Therefore, we get that

U2
a;i = U3

b;j = U4
c;k = G1 ×G2.

Then we get that the only scheme Ra,b,c;i,j,k that we will be interested in is Ra,a,a;i,i,i, that
comes with a locally trivial �bration to

Ua,a,a;i,i,i = U2
a;i ×G1 U

3
a;i ×G1 U

4
a;i = G1 ×G2 ×G2 ×G2.

with �bers isomorphic to Pg−2+(d−2j)/3×Pg−2+(2j−d)/3×Pg−2+(d−2j)/3. Since this is the only
case, then the only object we need to consider is given by case (j) of that proposition, namely
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R := (Ra,a,a;i,i,i|G1×(G2×G2×G2r∆))/S3

where ∆ is the big diagonal of G2 ×G2 ×G2, i.e. the set of all triples of objects such that at
least 2 of them are isomorphic. Every σ ∈ S3 acts by permutations on the ordered set {2, 3, 4}
and it acts as follows on Ua,a,a;i,i,i and Ra,a,a;i,i,i:

� (Qi,Wi)i=1,2,3,4 7→ ((Q1,W1), (Qσ(i),Wσ(i))i=2,3,4);

� (µi)i=2,3,4 7→ (µσ(i))i=2,3,4 for every point (µ2, µ3, µ4) in the �ber over a quadruple
(Qi,Wi)i=1,··· ,4 ∈ Ua,a,a;i,i,i.

Moreover, there exists a �nite disjoint covering of the base space G1× (G2×G2×G2 r∆)

by locally closed subschemes Tl that are invariant under the action of S3 on G1×G2×G2×G2;
in addition, there exist trivializations of the �brations from Ra,a,a;i,i,i to Ua,a,i;i,i,i

R|Tl
∼−→ Tl × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3

that are compatible with the natural action of S3 on Tl × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 ×
Pg−2+(d−2j)/3. From the point of view of Hodge-Deligne polynomials, we can therefore assume
that R coincides with a scheme of the form M/S3, where M is the scheme

G1 × (G2 ×G2 ×G2 r ∆)× Pg−2+(2j−d)/3 × Pg−2+(2j−d)/3 × Pg−2+(2j−d)/3

and every σ ∈ S3 (considered as the set of permutations of {2, 3, 4}) acts on M as follows:

((Q1,W1), Q2, Q3, Q4, µ2, µ3, µ4) 7→

7→
(
(Q1,W1), Qσ(2), Qσ(3), Qσ(4), µσ(2), µσ(3), µσ(4)

)
.

Let us consider the following schemes:

M ′ := G2 × Pg−2+(d−2j)/3 = J (2d−j)/6C × Pg−2+(d−2j)/3,

∆0 := {(Q2, Q3, Q4) ∈ G2 ×G2 ×G2 s.t. Q2 ' Q3 ' Q4},

∆1 := {(Q2, Q3, Q4) ∈ G2 ×G2 ×G2 s.t. Q2 ' Q3 6' Q4},

∆2 := {(Q2, Q3, Q4) ∈ G2 ×G2 ×G2 s.t. Q2 ' Q4 6' Q3},

∆3 := {(Q2, Q3, Q4) ∈ G2 ×G2 ×G2 s.t. Q3 ' Q4 6' Q2}. (15.8)

Then ∆0 ' G2 and ∆i ' G2×G2 r∆′ for i = 1, 2, 3, where ∆′ is the diagonal of G2×G2.
Moreover, we can write

∆ = ∆0 q∆1 q∆2 q∆3.

Now we have that
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M/S3 ' G1 ×
(

(M ′ ×M ′ ×M ′)/S3r(
(∆0 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/S3 q (15.9)

q((∆1 q∆2 q∆3)× Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/S3)
) )
.

Now

HD(M ′)(u, v) = (1 + u)g(1 + v)g
1− (uv)g−1+(d−2j)/3

1− uv
.

So we can use lemma 8.0.6 in order to compute

A := HD((M ′ ×M ′ ×M ′)/S3)(u, v) =
1

6
(HD(M ′)(u, v))3+

+
1

2
HD(M ′)(−u2,−v2) · HD(M ′)(u, v) +

1

3
HD(M ′)(u3, v3) =

= (1 + u)3g(1 + v)3g (1− (uv)g−1+(d−2j)/3)3

6(1− uv)3
+ (1− u2)g(1− v2)g(1 + u)g(1 + v)g·

·(1− (uv)2g−2+(2d−4j)/3)(1− (uv)g−1+(d−2j)/3)

2(1− (uv)2)(1− uv)
+ (1 + u3)g(1 + v3)g

1− (uv)3g−3+d−2j

3(1− (uv)3)
.

Now the action of S3 on ∆0 is trivial; moreover, we have

(∆1 q∆2 q∆3)/S3 ' ∆1/Z2 ' (G2 ×G2 r ∆′)/Z2 ' (G2 ×G2)/Z2 rG2.

So we have:

(∆0 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/S3 '

' G2 × (Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/S3

and (
(∆1 q∆2 q∆3)× Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3

)
/S3 '

'
(

(G2 ×G2 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/Z2r

rG2 × (Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/Z2

)
× Pg−2+(d−2j)/3.

So we compute:

B1 := HD(G2 × (Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/S3)) =

= (1 + u)g(1 + v)g ·

(
(1− (uv)g−1+(d−2j)/3)3

6(1− uv)3
+

+
(1− (uv)2g−2+(2d−4j)/3)(1− (uv)g−1+(d−2j)/3)

2(1− (uv)2)(1− uv)
+

1− (uv)3g−3+d−2j

3(1− (uv)3)

)
;
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B2 := HD((G2 ×G2 × Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/Z2)× Pg−2+(d−2j)/3) =

=
1

2
·

(
(1 + u)2g(1 + v)2g (1− (uv)g−1+(d−2j)/3)2

(1− uv)2
+ (1− u2)g(1− v2)g·

·1− (uv)2g−2+(2d−4j)/3

1− (uv)2

)
· 1− (uv)g−1+(d−2j)/3

1− uv
;

B3 = HD(G2 × ((Pg−2+(d−2j)/3 × Pg−2+(d−2j)/3)/Z2)× Pg−2+(d−2j)/3) =

=
1

2
(1 + u)g(1 + v)g

(
(1− (uv)g−1+(d−2j)/3)2

(1− uv)2
+

1− (uv)2g−2+(2d−4j)/3

1− (uv)2

)
·

·1− (uv)g−1+(d−2j)/3

1− uv
.

Then by considering everything together, we have:

qj≡62d
15 := (A−B1 −B2 +B3) · HD(G1) =

=

{
((1 + u)3g(1 + v)3g (1− (uv)g−1+(d−2j)/3)3

6(1− uv)3
+ (1− u2)g(1− v2)g(1 + u)g(1 + v)g·

·(1− (uv)2g−2+(2d−4j)/3)(1− (uv)g−1+(d−2j)/3)

2(1− (uv)2)(1− uv)
+ (1 + u3)g(1 + v3)g

1− (uv)3g−3+d−2j

3(1− (uv)3)
+

−(1 + u)g(1 + v)g ·

(
(1− (uv)g−1+(d−2j)/3)3

6(1− uv)3
+

+
(1− (uv)2g−2+(2d−4j)/3)(1− (uv)g−1+(d−2j)/3)

2(1− (uv)2)(1− uv)
+

1− (uv)3g−3+d−2j

3(1− (uv)3)

)
+

−1

2
·

(
(1 + u)2g(1 + v)2g (1− (uv)g−1+(d−2j)/3)2

(1− uv)2
+ (1− u2)g(1− v2)g·

·1− (uv)2g−2+(2d−4j)/3

1− (uv)2

)
· 1− (uv)g−1+(d−2j)/3

1− uv
+

+
1

2
(1 + u)g(1 + v)g

(
(1− (uv)g−1+(d−2j)/3)2

(1− uv)2
+

1− (uv)2g−2+(2d−4j)/3

1− (uv)2

)
·

·1− (uv)g−1+(d−2j)/3

1− uv

}
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

(2b) Let us suppose that (Q2, 0) ' (Q3, 0) 6' (Q4, 0). Then we can apply proposition
7.3.5. In this case we need to compute the invariants a and b. The same analysis of case (2a)
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proves that a = b = g−1 + (d−2j)/3 and that the indices i and j can only assume one value.
Therefore, we get that

U2
a;i = U4

b;j = G1 ×G4.

and

Va,b;i,j = (U2
a;i ×G1 U

4
b;j) ∩ (G1 × (G2 ×G2 r ∆)) = G1 × (G2 ×G2 r ∆).

The scheme we are looking at is Ra,b;i,j , that comes with a morphism

Ra,b;i,j
φ2◦φ1−→ Va,b;i,j ,

where φ1 is a �bration with �bers isomorphic to Pb−1 = Pg−2+(d−2j)/3 and φ2 is the grass-
mannian �bration of 2-planes associated to a vector bundle Qa,b;i,j over Va,b;i,j with rank
a = g − 1 + (2j − d)/3. So we get:

qj≡62d
16 := HD(Ra,b;i,j) =

= HD(G2 ×G2 r ∆)HD(G1)HD(Pg−2+(d−2j)/3)HD(Grass(2, g − 1 + (d− 2j)/3)) =

=
(
(1 + u)2g(1 + v)2g − (1 + v)g(1 + v)g

)
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)g−1+(d−2j)/3

1− uv
· (1− (uv)g−2+(d−2j)/3)(1− (uv)g−1+(d−2j)/3)

(1− uv)(1− (uv)2)
.

(2c) Let us suppose that (Q2, 0) ' (Q3, 0) ' (Q4, 0). Then we can apply proposition
7.3.6. In this case the only invariant that we need is a. As before, a = g− 1 + (d− 2j)/3 and
the index i can only assume one value. Therefore, we get that Ua;i = G1×G2. The scheme we
are looking at is the grassmannian of 3-planes associated to a locally free sheaf Ra;i of rank
a = g − 1 + (d− 2j)/3 over Ua;i. So we get:

qj≡62d
17 := HD(G1)HD(G4)HD(Grass(3, g − 1 + (d− 2j)/3)) =

= (1 + u)g(1 + v)g · coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·(1− (uv)g−3+(d−2j)/3)(1− (uv)g−2+(d−2j)/3)(1− (uv)g−1+(d−2j)/3)

(1− uv)(1− (uv)2)(1− (uv)3)
.

(3) Canonical �ltration of type (1,1,2).
Since the (Qi, 0)'s for i = 2, 3, 4 are all of the same type and since the order of (Q3, 0) and

(Q4, 0) is not important, we need to consider 4 cases as follows:

(a) (Q2, 0) ' (Q3, 0) 6' (Q4, 0);

(b) (Qi, 0) 6' (Qj , 0) for all i 6= j ∈ {2, 3, 4};

(c) (Q2, 0) 6' (Q3, 0) ' (Q4, 0);
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(d) (Q2, 0) ' (Q3, 0) ' (Q4, 0).

(3a) Let us suppose that (Q2, 0) ' (Q3, 0) 6' (Q4, 0). Then we can apply proposition
7.7.1. In this case we need to compute the invariants a, b, c, d. In order to do that, let (E2, V2)

be any non-split extension of (Q2, 0) by (Q1,W1); then E2 is a vector bundle of rank N2 = 2

and degree D2 = d1 + d2 = j/2 + (2d − j)/6 = (d + j)/3; moreover, the dimension of V2 is
K2 = 1. Since (Q2, 0) 6' (Q1,W1), we have:

a = dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= g − 1− j/2 + (2d− j)/6 = g − 1 + (d− 2j)/3.

By the same computation we get that

c = dim Ext1((Q4, 0), (Q1,W1)) = g − 1 + (d− 2j)/3.

Since (E2, V2) is a non-split extension of (Q2, 0) by (Q1,W1) and since (Qi, 0) 6' (Q1,W1)

for i = 2, 3, 4, then

Hom((Qi, 0), (E2, V2)) = 0 for i = 2, 3, 4.

Therefore, we have that

b = dim Ext1((Q4, 0), (E2, V2)) = N2n4(g − 1)−D2n4 + d4N2 =

= 2(g − 1)− (d+ j)/3 + (2d− j)/3 = 2g − 2 + (d− 2j)/3.

By the same computation we get that

d = dim Ext1((Q2, 0), (E2, V2)) = 2g − 2 + (d− 2j)/3.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i and j of proposition 7.7.1, so we can assume that we
have the following description.

� Ua = G1 × G2 and there is a projective bundle Ra over it with �bers isomorphic to
Pa−1 = Pg−2+(d−2j)/3; from the point of view of Hodge-Deligne polynomials we can
assume that Ra = G1 ×G2 × Pg−2+(d−2j)/3;

� from the point of view of Hodge-Deligne polynomials we can assume that Ua,b,c,d =

G1× (G2×G4r∆24)×Pg−2+(d−2j)/3; there is a scheme Ra,b,c,d together with a �bration
to Ua,b,c,d with �bers isomorphic to

(Pd−1 r Pa−2)× (Pb−1 r Pc−1) =

= (P2g−3+(d−2j)/3 r Pg−3+(d−2j)/3)× (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3).
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In this case

G1 = G(1, j/2, 1), G2 = G4 = J (2d−j)/6C.

So we get the polynomial

qj≡62d
18 = HD(Ra,b,c,d) = HD(G1)(HD(G2)2 −HD(G2))HD(Pg−2+(d−2j)/3)·

·(HD(P2g−3+(d−2j)/3 r Pg−3+(d−2j)/3−1) · HD(P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3−1) =

= coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)·

·1− (uv)g−1+(d−2j)/3

1− uv
·(uv)g−2+(d−2j)/3 − (uv)2g−2+(d−2j)/3

1− uv
·(uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3

1− uv
.

(3b) Let us suppose that (Qi, 0) 6' (Qj , 0) for all i 6= j ∈ {2, 3, 4}. Then we can apply
proposition 7.7.2. In this case we need to compute the invariants a, b, c, d, e. Also in this
case, we denote by (E2, V2) any non-split extension of (Q2, 0) by (Q1,W1); again we have
(N2, D2,K2) = (2, (d+ j)/3, 1). Since (Q1,W1) 6' (Qi, 0) for i = 2, 3, 4, we have as before

a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

c = dim Ext1((Q4, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

e = dim Ext1((Q3, 0), (Q1,W1)) = g − 1 + (d− 2j)/3

and

b = dim Ext1((Q4, 0), (E2, V2)) = 2g − 2 + (d− 2j)/3,

d = dim Ext1((Q3, 0), (E2, V2)) = 2g − 2 + (d− 2j)/3.

So each invariant can only assume one value. From the point of view of Hodge-Deligne
polynomials, we can ignore the indices i and j of that proposition, so we can assume that we
have the following description.

� Ua = G1 × G2 and there is a projective bundle ϕa : Ra → Ua with �bers isomorphic
to Pa−1 = Pg−2+(d−2j)/3; from the point of view of Hodge-Deligne polynomials we can
assume that Ra = G1 ×G2 × Pg−2+(d−2j)/3.

� The scheme Ua,b,c,d,e coincides with

{((E2, V2), (Q3,W3), (Q4,W4)) ∈ Ra ×G3 ×G4 s.t.

(Ql,Wl) 6' ϕa(E2, V2) for l = 3, 4, (Q3,W3) 6' (Q4,W4)}

where ϕa is the composition of ϕa with the projection to G2. From the point of view of
Hodge-Deligne polynomials we can assume that Ua,b,c,d,e = G1 × (G2 ×G3 ×G4 r ∆)×
Pg−2+(d−2j)/3, where ∆ is the �big� diagonal of G2 × G3 × G4 = G2 × G2 × G2. Since
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(b, c) = (d, e), then the we need only to consider case (b) in proposition 7.7.2, so the
(E, V )'s we are considering are parametrized by a scheme of the form Ra,b,c,b,c/Z2; by
proposition 7.7.2 from the point of view of Hodge-Deligne polynomials we can assume
that Ra,b,c,b,c/Z2 coincides with the scheme (M/Z2)× Pg−2+(d−2j)/3 ×G1, where

M := (G2 ×G3 ×G4 r ∆)× (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2

and where Z2 acts onM by permutations onG2×G3 and on (P2g−3+(d−2j)/3rPg−2+(d−2j)/3)2.

Also in this case

G2 = G3 = G4 = J (2d−j)/6C, G1 = G(1, j/2, 1).

Moreover, we have that ∆ ' ∆0 q∆1 q∆2 q∆3, where the ∆i's are as in (15.8). Let us
de�ne the scheme

M ′ := G2 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3).

By construction the action of Z2 is trivial on ∆0q∆1 ' G1×G1 and it exchanges ∆2 and
∆3. Then

M/Z2 =
(
M ′ ×M ′ ×G2

)
/Z2 r

(
(∆0 q∆1 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2)/Z2q

q (∆2 q∆3 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2)/Z2

)
=

=
(
M ′ ×M ′

)
/Z2 ×G2 r

(
∆0 q∆1 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2/Z2q

q∆2 × (P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2
)
.

Now

HD(M ′) = HD(G2)×HD(P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3) =

= (1 + u)g(1 + v)g
(uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3

1− uv
.

Therefore, by [MOVG2, lemma 2.6] we get the following polynomial:

HD((M ′ ×M ′)/Z2) =

=
1

2

(
(1 + u)2g(1 + v)2g ((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

+(1− u2)g(1− v2)g
(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
.

Moreover, we can compute
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HD((P2g−3+(d−2j)/3 r Pg−2+(d−2j)/3)2/Z2) =

=
1

2

(
((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
.

So we get that:

HD(M/Z2) =
1

2

(
(1 + u)2g(1 + v)2g ((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

+ (1− u2)g(1− v2)g
(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
(1 + u)g(1 + v)g+

−1

2
(1 + u)2g(1 + v)2g

(
((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

+
(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
+

−(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j))2

(1− uv)2
.

So we get the polynomial:

qj≡62d
19 = HD(Ra,b,c,b,c/Z2) = HD(M/Z2)HD(G1)HD(Pg−2+(d−2j)/3) =

=

{
1

2

(
(1 + u)2g(1 + v)2g ((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

+ (1− u2)g(1− v2)g
(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
(1 + u)g(1 + v)g+

−1

2
(1 + u)2g(1 + v)2g

(
((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2
+

+
(uv)2g−2+(2d−4j)/3 − (uv)4g−4+(2d−4j)/3

1− (uv)2

)
+

−(1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
((uv)g−1+(d−2j)/3 − (uv)2g−2+(d−2j)/3)2

(1− uv)2

}
·

· coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)g−1+(d−2j)/3

1− uv
.

(3c) Let us suppose that (Q2, 0) 6' (Q3, 0) ' (Q4, 0). Then we can apply proposition
7.7.3. In this case we need to compute the invariants a, b, c. Also in this case we get
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a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

b = dim Ext1((Q3, 0), (E2, V2)) = 2g − 2 + (d− 2j)/3,

c = dim Ext1((Q3, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

so each invariant can only assume one value. From the point of view of Hodge-Deligne poly-
nomials, we can assume that we have the following description.

� Ua = G1 ×G2 and there is a projective bundle ϕa : Ra → Ua with �bers isomorphic to
Pa−1 = Pg−2+(d−2j)/3;

� Ua,b,c is the set

{((E2, V2), (Q3, 0)) ∈ Ra ×G3 s.t. (Q3, 0) 6' ϕa(E2, V2)},

where ϕa is the composition of ϕa with the projection to G2. From the point of view
of Hodge-Deligne polynomials we can assume that Ua,b,c = G1 × (G2 × G3 r ∆) ×
Pg−2+(d−2j)/3, where ∆ is the diagonal of G2 × G3 = G2 × G2. The (E, V )'s we are
interested in are parametrized by a scheme Ra,b,c. Such a scheme comes with a �bration
Ra,b,c → Ua,b,c with �bers isomorphic to C2c × Grass(2, b − c) = C2g−2+(2d−4j)/3 ×
Grass(2, g − 1).

Then we get the polynomial

qj≡62d
20 = HD(Ra,b,c) = (HD(G2)2 −HD(G2))×HD(G1)×HD(Pg−2+(d−2j)/3)·

·HD(C2g−2+(2d−4j)/3)HD(Grass(2, g − 1)) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1) coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
·

·1− (uv)g−1+(d−2j)/3

1− uv
· (uv)2g−2+(2d−4j)/3 · (1− (uv)g−2)(1− (uv)g−1)

(1− uv)(1− (uv)2)
.

(3d) Let us suppose that (Q2, 0) ' (Q3, 0) ' (Q4, 0). Then we can apply proposition
7.7.4. In this case the invariants a, b and the scheme Ra are as in (3c). Moreover, the
scheme Ua,b coincides with Ra and the (E, V )'s we are interested in are parametrized by a
scheme Ra,b. Such a scheme comes with a �bration Ra,b → Ua,b with �bers isomorphic to
C2a−2 ×Grass(2, b− a+ 1) = C2g−4+(2d−4j)/3 ×Grass(2, g). Then we get the polynomial

qj≡62d
21 = HD(Ra,b) = HD(G2)HD(G1)×HD(Pg−2+(d−2j)/3)·

·HD(C2g−4+(2d−4j)/3)HD(Grass(2, g)) =

= (1 + u)g(1 + v)g coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
· 1− (uv)g−1+(d−2j)/3

1− uv
·
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·(uv)2g−4+(2d−4j)/3 (1− (uv)g−1)(1− (uv)g)

(1− uv)(1− (uv)2)
.

(4) Canonical �ltration of type (1,2,1).
In this situation we need to consider the following subcases:

(a) (Q2, 0) 6' (Q3, 0) ' (Q4, 0);

(b) (Qi, 0) 6' (Qj , 0) for all j 6= j ∈ {2, 3, 4};

(c) (Q2, 0) ' (Q3, 0) 6' (Q4, 0);

(d) (Q2, 0) ' (Q3, 0) ' (Q4, 0).

As we said in remark 12.2.2 we are able to describe completely cases (a),(c) and (d) but
not case (b).

(4a) If we suppose that (Q2, 0) 6' (Q3, 0) ' (Q4, 0), then we can apply proposition 7.6.2.
In this case we need to compute the invariants a, b, c. In order to do that, �rst of all let us �x
any pair of non-split extensions of the form

0→ (Q1,W1) −→ (Ei1, Vi1) −→ (Qi, 0)→ 0

for i = 2, 3 and let us denote by

0→ (Q1,W1) −→ (E2, V2) −→ (Q2, 0)⊕ (Q3, 0)→ 0

their sum. Then (E2, V2) is a coherent system of rank N2 = 3, degree D2 = d1 + d2 + d3 =

(4d + j)/6 and with K2 = 1. Since (Q2, 0) and (Q3, 0) are not isomorphic to (Q1,W1), then
as in case (3) we have that:

a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

b = dim Ext1((Q3, 0), (Q1,W1)) = g − 1 + (d− 2j)/3.

Moreover,

c = dim Ext1((Q3, 0), (E2, V2)) = N2n3(g − 1)−D2n3 + d3N2 =

= 3(g − 1)− 4d+ j

6
+

2d− j
2

= 3g − 3 + (d− 2j)/3.

So each invariant can assume only one value. By proposition 7.6.2 we can therefore suppose
that we have the following description.

� U2
a = G1×G2, U3

b = G1×G3, Ua,b = G1×G2×G3 and Va,b = G1×(G2×G3r∆); there
is a �bration Ra,b → Va,b with �bers isomorphic to Pa−1 × Pb−1 = (Pg−2+(d−2j)/3)2;

� Ua,b,c = Ra,b and there is a �bration Ra,b,c → Ua,b,c with �bers isomorphic to Pc−1 r
Pb−2 = P3g−4+(d−2j)/3 r Pg−3+(d−2j)/3.
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So we get:

qj≡62d
22 := HD(Ra,b,c) = HD(G1)(HD(G2)2 −HD(G2))·

·(HD(Pg−2+(d−2j)/3))2(HD(P3g−4+(d−2j)/3)−HDPg−3+(d−2j)/3)) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
(1− (uv)g−1+(d−2j)/3)2

(1− uv)2
·

·(uv)g−2+(d−2j)/3 − (uv)3g−3+(d−2j)/3

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

(4b) As we said before, currently we are not able to compute the polynomial for this case.
For simplicity we name it as qj≡62d

23 .

(4c) If we suppose that (Q2, 0) ' (Q3, 0) 6' (Q4, 0), then we can apply proposition 7.6.3.
In this case we need to compute the invariants a, b, c. Let (E2, V2) be as in (4a); then it is
a coherent system of rank N2 = 3, degree D2 = (4d + j)/6 and with K2 = 1. By the same
computations of case (4a) we have that:

a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

b = dim Ext1((Q4, 0), (E2, V2)) = 3g − 3 + (d− 2j)/3,

c = dim Ext1((Q4, 0), (Q1,W1)) = g − 1 + (d− 2j)/3.

So each invariant can assume only one value. By proposition 7.6.3 we can therefore suppose
that we have the following description.

� Ua = G1×G2 and there is a �bration Ra → Ua with �bers isomorphic to Grass(2, a) =

Grass(2, g − 1 + (d− 2j)/3). From the point of view of Hodge-Deligne polynomials we
can assume that Ra = G1 ×G2 ×Grass(2, g − 1 + (d− 2j)/3).

� From the point of view of Hodge-Deligne polynomials we can assume that

Ua,b,c = G1 × (G2 ×G4 r ∆)×Grass(2, g − 1 + (d− 2j)/3)

and that there is a �bration Ra,b,c → Ua,b,c with �bers isomorphic to Pb−1 r Pc−1 =

P3g−4+(d−2j)/3 r Pg−2+(d−2j)/3.

So we get:

qj≡62d
24 := HD(Ra,b,c) = HD(G1)(HD(G2)2 −HD(G2))·

·HD(Grass(2, g − 1 + (d− 2j)/3))(HD(P3g−4+(d−2j)/3)−HD(Pg−2+(d−2j)/3)) =

= (1 + u)g(1 + v)g((1 + u)g(1 + v)g − 1)
(1− (uv)g−2+(d−2j)/3)(1− (uv)g−1+(d−2j)/3)

(1− uv)(1− (uv)2)
·
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·(uv)g−1+(d−2j)/3 − (uv)3g−3+(d−2j)/3

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

(4d) If we suppose that (Q2, 0) ' (Q3, 0) ' (Q4, 0), then we can apply proposition 7.6.4.
In this case we need to compute the invariants a, b. Let (E2, V2) be as in (4a); then as before
we have that:

a = dim Ext1((Q2, 0), (Q1,W1)) = g − 1 + (d− 2j)/3,

b = dim Ext1((Q2, 0), (E2, V2)) = 3g − 3 + (d− 2j)/3.

So each invariant can assume only one value. By proposition 7.6.4 we can therefore suppose
that we have the following description.

� Ua = G1×G2 and there is a �bration Ra → Ua with �bers isomorphic to Grass(2, a) =

Grass(2, g − 1 + (d− 2j)/3).

� Ua,b = Ra and there is a �bration Ra,b → Ua,b with �bers isomorphic to Pb−1 r Pa−3 =

P3g−4+(d−2j)/3 r Pg−4+(d−2j)/3.

So we get:

qj≡62d
25 := HD(Ra,b) = HD(G1)HD(G2)HD(Grass(2, g − 1 + (d− 2j)/3))·

·(HD(P3g−4+(d−2j)/3)−HD(Pg−4+(d−2j)/3)) =

= (1 + u)g(1 + v)g
(1− (uv)g−2+(d−2j)/3)(1− (uv)g−1+(d−2j)/3)

(1− uv)(1− (uv)2)
·

·(uv)g−3+(d−2j)/3 − (uv)3g−3+(d−2j)/3

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
.

15.3 Crossing a critical value α(j)

According to the description given at the beginning of the chapter, the non-zero e�ective
critical values are contained in the set of those α(j)'s such that [j]6 ∈ {0, 2, 4, 2d + 3}mod 6.
The computations given in the previous 2 sections actually prove that each such j gives rise
to an actual critical value. To be more precise:

(1) if j ≡ 2d+ 3 mod 6, then

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) = qj≡62d+3
2 − pj≡62d+3

2 ;

(2) if j ≡ 2d+ 2 mod 6 or j ≡ 2d+ 4 mod 6, then

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) =

= qj≡62d+2
1 − pj≡62d+2

1 = qj≡62d+4
1 − pj≡62d+4

1 ;
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(3) if j ≡ 2d mod 6, then

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) =

= qj≡62d
1 + · · ·+ qj≡62d

25 − (pj≡62d
1 + · · ·+ pj≡62d

25 ).

Actually, we can compute explicitly those quantities only in the �rst 2 cases, as shown
below. In the third case we are not able to get an explicit result for 2 di�erent problems:

� �rst of all, there are no formulae in the literature for the Hodge-Deligne polynomials of
M s(3, e) when e ≡ 0 mod 3; therefore it is not possible to write explicitly the polyno-
mials pj≡62d

1 and qj≡62d
1 ;

� secondly, as we said before, at the moment we are not able to compute the 8 polynomials
pj≡62d

13 , pj≡62d
14 , pj≡62d

23 , pj≡62d
24 , pj≡62d

25 , qj≡62d
13 , qj≡62d

14 and qj≡62d
23 .

15.3.1 j equivalent to 2d+ 3 modulo 6

If j ≡3 2d+ 3 modulo 6, then we get:

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) = qj≡62d+3
2 − pj≡62d+3

2 =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
·

·(1 + u)2g(1 + v)2g ·
[
(uv)2g−2+j − (uv)4g−4+(2d−4j)/3

]
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
(uv)(j−1)/2x(1−j)/2

1− x(uv)−1
− (uv)g+(d−2j)/3x(1−j)/2

1− x(uv)2

]
. (15.10)

15.3.2 j equivalent to 2d+ 2 or to 2d+ 4 modulo 6

Let us suppose that j ≡6 2d+2 or j ≡6 2d+4; then in both cases we have that d−j/2 6≡3 0.
Therefore we can use formula (8.12) in order to compute the Hodge-Deligne polynomial of
M s(3, d− j/2) = M(3, d− j/2). So we get:

HD(G−(α(j); 4, d, 1))−HD(G+(α(j); 4, d, 1)) = qj≡62d+2
1 − pj≡62d+2

1 =

= HD(M(3, d− j/2))
(uv)3j/2 − (uv)3g−3+d−2j

1− uv
coeff
x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
=

= (1 + u)g(1 + v)g
(uv)3j/2 − (uv)3g−3+d−2j

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
· coeff

x0

(1 + ux)g(1 + vx)gx−j/2

(1− x)(1− uvx)
. (15.11)
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15.4 The �last� moduli space for d non-equivalent to 0 modulo

3

The moduli spaces G(α; 4, d, 1) are non-empty only if α < d/3. Therefore the last moduli
space GL(4, d, 1) is the one for α = d/3− ε = α(0)−, so

HD(GL(4, d, 1)) = HD(G−(α(0); 4, d, 1)) =

= HD(G−(α(0); 4, d, 1))−HD(G+(α(0); 4, d, 1)). (15.12)

The value j = 0 can never be obtained in case (1); it can be obtained in case (2) if d ≡3 1

or d ≡3 2 and it can be obtained in case (3) if d ≡3 0. As we said before, we are not able to
compute (15.12) in case (3). In case (2), if we use (15.11) we get:

Corollary 15.4.1. Let us suppose that d 6≡3 0. Then the Hodge-Deligne polynomial of

G(α(0)−; 4, d, 1) = G(d/3− ε, 4, d, 1) = GL(4, d, 1) is given by

HD(G(α(0)−; 4, d, 1)) = (1 + u)g(1 + v)g
1− (uv)3g−3+d

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
. (15.13)

If we denote by p(u, v) that polynomial, a direct check proves that

p(u−1, v−1) = (uv)12−12g−dp(u, v).

We know that the dimension of the moduli spaces G(α; 4, d, 1) is given by β(4, d, 1) =

12g − 12 + d; therefore the previous polynomial satis�es Poincaré duality.

15.5 Crossing the critical value α(1) for every d

As we said before, the non-zero critical values α(j) are all such that [j]6 ∈ {0, 2, 4, 2d +

3}mod 6. Therefore, if α(1) is an actual critical value then necessarily 1 = j ≡6 2d+ 3, so we
are in case (1). Actually, this is equivalent to imposing that d ≡3 2. If this happens, then by
using formula (15.10) we get that

HD(G−(α(1); 4, d, 1))−HD(G+(α(1); 4, d, 1)) =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
·

·(1 + u)2g(1 + v)2g ·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·

· coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
1

1− x(uv)−1
− (uv)g+(d−2)/3

1− x(uv)2

]
.

So we have the following lemma.
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Lemma 15.5.1. If d 6≡3 2, then α(1) is not an actual critical value. If d ≡3 2, then α(1) is

an actual critical value and

HD(G−(α(1); 4, d, 1))−HD(G+(α(1); 4, d, 1)) =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
·

·(1 + u)2g(1 + v)2g ·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]
.

By combining corollary 15.4.1 and lemma 15.5.1, if d ≡3 2 we have

HD(G(α(1)−; 4, d, 1)) = (1 + u)g(1 + v)g
1− (uv)3g−3+d

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
· (1 + u)2g(1 + v)2g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]
.

By rearranging, we get:

Corollary 15.5.2. If d ≡3 1, then α(1) is not an actual critical value, so G(α(1)−; 4, d, 1) =

G(α(0)−; 4, d, 1); therefore (15.13) gives also the Hodge-Deligne polynomial of G(α(1)−; 4, d, 1).

If d ≡3 2, then α(1) is an actual critical value and

HD(G(α(1)−; 4, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)

{
1− (uv)3g−3+d

(1 + uv)(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
[
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

]
· (1 + u)g(1 + v)g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]}
.

Remark 15.5.1. If d ≡3 0, then α(0) is not an actual critical value, so also in this case
G(α(1)−; 4, d, 1) = G(α(0)−; 4, d, 1), but since corollary 15.4.1 holds only for d 6≡3 0, then we
cannot have an explicit formula for the Hodge-Deligne polynomial of such a space.
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15.6 Crossing the critical value α(2) for d non-equivalent to 1

modulo 3

The case j = 2 corresponds always to an actual critical value. To be more precise, if
d 6≡3 1, we are in case (2); if d ≡3 1, this corresponds to case (3) (in this case, as before we
cannot say anything explicitly). By using (15.11), if d 6≡3 1 then:

HD(G−(α(2); 4, d, 1))−HD(G+(α(2); 4, d, 1)) =

= (1 + u)g(1 + v)g
(uv)3 − (uv)3g−7+d

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
· coeff

x0

(1 + ux)g(1 + vx)gx−1

(1− x)(1− uvx)
.

By expanding in power series around x = 0, we have

coeff
x0

(1 + ux)g(1 + vx)gx−1

(1− x)(1− uvx)
= coeff

x1

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
= 1 + g(u+ v) + uv.

So we get:

Lemma 15.6.1. If d 6≡3 1, then

HD(G−(α(2); 4, d, 1))−HD(G+(α(2); 4, d, 1)) =

= (1 + u)g(1 + v)g
(uv)3 − (uv)3g−7+d

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
· (1 + g(u+ v) + uv).

We can combine corollary 15.5.2 and lemma 15.6.1 only if d ≡3 2. In this case we get:

HD(G−(α(2); 4, d, 1)) =
(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)

{
1− (uv)3g−3+d

(1 + uv)(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
[
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

]
· (1 + u)g(1 + v)g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]}
+
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+(1 + u)g(1 + v)g
(uv)3 − (uv)3g−7+d

(1− uv)2(1− u2v2)2(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]
· (1 + g(u+ v) + uv).

So we have:

Corollary 15.6.2. If d ≡3 2, then α(2) is an actual critical value and

HD(G−(α(2); 4, d, 1)) =

=
(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)

{
1− (uv)3g−3+d + [(uv)3 − (uv)3g−7+d] · [1 + g(u+ v) + uv]

(1 + uv)(1− u3v3)
·

·
[
(1 + u2v3)g(1 + u3v2)g(1 + uv2)g(1 + u2v)g+

−u2g−1v2g−1(1 + uv)2(1 + u)g(1 + v)g(1 + uv2)g(1 + u2v)g+

+u3g−1v3g−1(1 + uv + u2v2)(1 + u)2g(1 + v)2g
]

+

+
[
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

]
· (1 + u)g(1 + v)g·

·
[
(uv)2g−1 − (uv)4g−5+(2d−1)/3

]
·
[
1− (uv)g+(d−2)/3

]}
. (15.14)

15.7 Crossing the critical value α(3) for every d

As we said before, the non-zero critical values α(j) are all such that [j]6 ∈ {0, 2, 4, 2d +

3}mod 6. Therefore, if α(3) is an actual critical value then necessarily 3 = j ≡6 2d+ 3, so we
are in case (1). Actually, this is equivalent to imposing that d ≡3 0. If this happens, then by
using formula (15.10) we get that

HD(G−(α(1); 4, d, 1))−HD(G+(α(1); 4, d, 1)) =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
· (1 + u)2g(1 + v)2g·

·
[
(uv)2g+1 − (uv)4g−8+2d/3

]
· coeff

x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
uvx−1

1− x(uv)−1
− (uv)g−2+d/3x−1

1− x(uv)2

]
.

Now

coeff
x0

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
uvx−1

1− x(uv)−1
− (uv)g−2+d/3x−1

1− x(uv)2

]
=

= coeff
x1

(1 + ux)g(1 + vx)g

(1− x)(1− uvx)
·

[
uv

1− x(uv)−1
− (uv)g−2+d/3

1− x(uv)2

]
=
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= coeff
x1

(1 + gux)(1 + gvx)(1 + x)(1 + uvx) ·
[
(uv)(1 + x(uv)−1)− (uv)g−2+d/3(1 + x(uv)2)

]
=

= coeff
x1

[1 + x(1 + g(u+ v) + uv)] ·
[
(uv)(1 + x(uv)−1)− (uv)g−2+d/3(1 + x(uv)2)

]
=

= (uv)[(uv)−1 + 1 + g(u+ v) + uv]− (uv)g−2+d/3[(uv)2 + 1 + g(u+ v) + uv] =

= 1+(uv)+g(uv)(u+v)+(uv)2−(uv)g+d/3−(uv)g−2+d/3−g(uv)g−2+d/3(u+v)−(uv)g−1+d/3.

So we have the following lemma.

Lemma 15.7.1. If d 6≡3 0, then α(3) is not an actual critical value. If d ≡3 0, then α(3) is

an actual critical value and

HD(G−(α(3); 4, d, 1))−HD(G+(α(3); 4, d, 1)) =

=
(1 + u2v)g(1 + uv2)g − (uv)g(1 + u)g(1 + v)g

(1− uv)3(1− u2v2)
· (1 + u)2g(1 + v)2g·

·
[
(uv)2g+1 − (uv)4g−8+2d/3

]
·
[
1 + (uv) + g(uv)(u+ v) + (uv)2+

−(uv)g+d/3 − (uv)g−2+d/3 − g(uv)g−2+d/3(u+ v)− (uv)g−1+d/3
]
.

We recall that we don't know any of the polynomials for G(α(j)−; 4, d, 1) for d ≡3 0

and j = 0, 1, 2. Therefore the formula of the previous lemma is not useful in order to get
information for the moduli space G(α(3)−; 4, d, 1) when d ≡3 0. We can get a polynomial for
such a space only if d ≡3 2.

Corollary 15.7.2. If d 6≡3 1, 2, then α(3) is not an actual critical value, so G(α(3)−; 4, d, 1) =

G(α(2)−; 4, d, 1); therefore (15.14) gives also the Hodge-Deligne polynomial of G(α(1)−; 4, d, 1)

whenever d ≡3 2.

Remark 15.7.1. In principle, one can go further and try to compute what happens when we
cross α(4). In this case, we are always in cases (2) or (3); more precisely, we have a complete
formula only in case (2), that corresponds to d 6≡3 0. So we are able to get formulae for
crossing α(4) only when d ≡3 0 or d ≡3 1. But in these 2 cases we have no information
about G(α(2)−; 4, d, 1). So with the present technique we cannot go any further, until all the
polynomials involved in case (3) are known completely.



Chapter 16

Case n=2, k=2 on a Petri curve

In this chapter we want to study the moduli spaces G(α; 2, d, 2). In order to be able to do
some computations, we will restrict to any Petri curve of genus g ≥ 2 with d large (see below
for the details). We recall the de�nition:

De�nition 16.0.1. ([BGMN, de�nition 2.9]) A curve C is called a Petri curve if the Petri
map

H0(L)⊗H0(L∨ ⊗K) −→ H0(K)

is injective for every line bundle L over C.

By [BGMN, theorem 8.1], the moduli spaces G(α; 2, d, 2) for α non-critical are non-empty
if and only if d > 2. In this case they are irreducible and of the expected dimension 2d− 3.

Let us consider the critical values for the triple (n, d, k) = (2, d, 2). By [BGMN, �2] the
non-zero virtual critical values are all in the set{

nd′ − n′d
n′k − nk′

s.t. 0 ≤ k′ ≤ k, 0 < n′ < n, n′k 6= nk′, d′ ∈ Z
}
∩ ]0,∞[.

In our case, this gives{
2d′ − d
2− 2k′

s.t. k′ = 0, 2, d′ ∈ Z
}
∩ ]0,∞[,

that is {
2d′ − d

2
s.t. d′ >

d

2

}
∪
{
d− 2d′

2
s.t. d′ <

d

2

}
,

where the �rst set corresponds to destabilizing subsystems of the form (1, d′, 0) and the second
one corresponds to destabilizing subsystems of the form (1, d′, 2). Actually, the 2 sets coincide
both with the set {

α(j) :=
d− 2j

2
s.t. j <

d

2

}
.

381
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By [BGMN, proposition 4.6], actually the non-zero e�ective critical values are only a �nite
subset of such a set. We will describe such a subset below.

16.1 The moduli spaces G+(α(j); 2, d, 2)

Let α(j) be any virtual critical value for j < d/2 and let us suppose that (E, V ) belongs
to G+(α(j); 2, d, 2). Then by lemma 1.0.6, we get that (E, V ) appears in a non-split exact
sequence:

0→ (Q1,W1)→ (E, V )→ (Q2,W2)→ 0 (16.1)

where:

(a) (Q1,W1) and (Q2,W2) are both α(j)+-stable with k1
n1
< k

n = 1 < k2
n2
;

(b) (Q1,W1) and (Q2,W2) are both α(j)-semistable with the same α(j)-slope as (E, V ).

Conversely, it is easy to see that every such (E, V ) is actually a point of G+(α(j); 2, d, 2).
Moreover, every such (E, V ) is completely determined by the class of the non-split extension
(16.1), up to multiplication by invertible scalars. Condition (a) implies that n1 = n2 = 1 and
that k1 = 0, so k2 = 2; condition (b) implies that d1 = d− j, so d2 = j. Now

(Q1,W1) = (Q1, 0 ∈ G(1, d− j, 0) = Jd−jC =: G1, (Q2,W2) ∈ G(1, j, 2) =: G2. (16.2)

We must impose that j ≥ 0 in order to have that G2 is non-empty. Therefore, the only in-
teresting (i.e. a priori non-empty) schemes of the formG+(α(j); 2, d, 2) are those for 0 ≤ j < d

2 .
So from now on we will work with this setting.

Now let us �x any pair of objects (Q1, 0) ∈ G1, (Q2,W2) ∈ G2. By lemma 1.0.4 we have
that Hom((Q2,W2), (Q1, 0)) = 0. Moreover, by [BGMN, proposition 3.2] we have that

H2
21 = Ext2((Q2,W2), (Q1, 0)) = H0(Q∨1 ⊗N2 ⊗K)∨,

where N2 is the kernel of the evaluation morphism φ2 : W2 ⊗OC → Q2. Since (Q2,W2) is a
coherent system, then H0(φ2) is injective, so in particular we must have that φ2 is non-zero.
If N2 = 0, then we conclude directly that H2

21 = 0. If N2 6= 0, then we get that N2 is a line
bundle because dim W2 = 2 and rank Q2 = 1. So we have an exact sequence

0→ N2 →W2 ⊗OC → L→ 0,

where L is a line bundle with at least 2 sections. Therefore, deg N2 ≤ −2. So

deg(Q∨1 ⊗N2 ⊗K) = −d1 + deg N2 + 2g − 2 ≤ −d+ j + 2g − 4 < 2g − 2.

Then by Cli�ord theorem we have that if H2
21 is not zero, then
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dim H2
21 = h0(Q∨1 ⊗N2 ⊗K) ≤ −d+ j + 2g − 4

2
+ 1 =

−d+ j + 2g − 2

2
.

Since we want to compute the Hodge polynomials of some of the moduli spaces G(α(j)−; 2,

d, 1), then we need to restrict to the case when H2
21 is zero. The previous computation shows

that H2
21 is zero if we assume that

j < d− 2g + 2.

This is only a su�cient condition, we don't know if it is also necessary. By combining this
with the previous conditions on j, we are therefore restricting from now on to the case when

0 ≤ j < min

{
d

2
, d− 2g + 2

}
. (16.3)

Remark 16.1.1. Such a set is non-empty whenever d ≥ 2g− 1. Moreover, such a set coincides
with the whole range of the values of j under consideration (i.e. 0 ≤ j < d/2) if d ≥ 4g − 4.
So if d ≥ 4g − 4 we are able to describe the geometry of all the �nitely many �ips from the
last moduli space to the �rst one.

So from now on let us assume that d ≥ 4g − 4 and let us �x any 0 ≤ j < d/2. Then by
proposition 1.0.7 we have that

dim Ext1((Q2,W2), (Q1, 0)) = C21 + dim H0
21 + dim H2

21 = C21 =

= n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1) =

= g − 1− d+ j + j + 2d− 2j − 2(g − 1) = d− g + 1.

Now the moduli space G1 is smooth and irreducible for every 0 ≤ j ≤ d/2. Since we
assumed that C is a Petri curve, then by [BGMN, �2.3], we have that G(1, j, 2) is non-empty
if and only if β := 2j − g − 2 ≥ 0, i.e. if and only if j ≥ g/2 + 1. So we get that the only
non-zero (virtual) critical values α(j) for which G+(α(j), 2, d, 2) is non-empty are those such
that

g

2
+ 1 ≤ j < d

2
.

On both the Gi's there are families of coherent systems (Qi,Wi) (because of [BGMMN,
proposition A.8]), so we can apply proposition 5.0.5 for r = 2 and we get that there is a
projective bundle

ϕj : Rj −→ G1 ×G2

with �bers isomorphic to Pd−g; there is an injective morphism from Rj to G(α(j)+; 2, d, 2),
such that the image coincides with G+(α(j); 2, d, 2). Therefore, we get:
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Lemma 16.1.1. Let us suppose that d ≥ 4g − 4. Then G+(α(j); 2, d, 2) is non-empty only if

g/2 + 1 ≤ j < d/2. In this case, its Hodge-Deligne polynomial is given by

pj := HD
(
G+ (α(j); (d− 2j)/2; 2, d, 2)

)
=

= HD(Jd−jC)HD(G(1, j, 2))HD(Pd−g) =

= (1 + u)g(1 + v)g
1− (uv)d−g+1

1− uv
HD(G(1, j, 2)). (16.4)

16.2 The moduli spaces G−(α(j); 2, d, 2)

Let us consider now G−(α(j); 2, d, 2). By applying again lemma 1.0.6 we get that every
(E, V ) ∈ G−(α(j); 2, d, 2) sits in a non-split exact sequence (16.1) where:

(a') (Q1,W1) and (Q2,W2) are both α(j)−-stable with k1
n1
> k

n = 1 > k2
n2
;

(b') (Q1,W1) and (Q2,W2) are both α(j)-semistable with the same α(j)-slope as (E, V ).

Conversely, as before it is easy to show that every such (E, V ) is actually a point of
G−(α(j); 2, d, 2); moreover any such (E, V ) is uniquely associated to a non-split exact se-
quence (16.1) with conditions (a') and (b'), up to multiplication by invertible scalars.

Condition (a') implies that n1 = n2 = 1 and that k1 = 2, so k2 = 0. Moreover, condition
(b') implies that d2 = d− j, so d1 = j. Now

(Q1,W1) ∈ G(1, j, 2) =: G1, (Q2,W2) = (Q2, 0) ∈ G(1, d− j, 0) = Jd−jC =: G2. (16.5)

Therefore, also in this case the (virtual) critical values α(j) such that G−(α(j); 2, d, 1) is
non empty are those such that g/2 + 1 ≤ j < d/2.

For every pair of objects (Q1,W1), (Q2, 0) in those 2 spaces, we have that µα(j)−(Q2, 0) >

µα(j)−(Q1,W1) as a consequence of properties (a') and (b'). Therefore, by lemma 1.0.4 there
are no morphisms from (Q2, 0) to (Q1,W1), so H0

21 = 0. Moreover, by [BGMN, equation (11)],
we have that also H2

21 = 0. Therefore

dim Ext1((Q2, 0), (Q1,W1)) = C21 = n1n2(g − 1)− d1n2 + d2n1 =

= g − 1− j + d− j = g + d− 1− 2j.

Therefore as in the previous section we get that the space G−(α(j); 2, d, 2) is given by a
projective bundle over G1 ×G2 with �bers isomorphic to Pg+d−2−2j , so we have:



16.3 The polynomials for G(α(k)−; 2, d, 2) 385

Lemma 16.2.1. Let us suppose that d ≥ 4g − 4; then G−(α(j); 2, d, 2) is non-empty only if

g/2 + 1 ≤ j < d/2. In this case, its Hodge-Deligne polynomial is given by

qj := HD
(
G−(α(j); (d− 2j)/2; 2, d, 2)

)
=

= HD(Jd−jC)HD(G (1, j, 2))HD(Pg+d−2−2j) =

= (1 + u)g(1 + v)g
1− (uv)g+d−1−2j

1− uv
HD(G(1, j, 2)). (16.6)

16.3 The polynomials for G(α(k)−; 2, d, 2)

By combining the previous 2 lemmas we get the following result.

Theorem 16.3.1. Let us suppose that C is a smooth projective irreducible Petri curve of

genus g ≥ 2 and let d ≥ 4g− 4. Then the actual critical values for (2, d, 2) are all of the form

α(k) =
d− 2k

2
,

g

2
+ 1 ≤ k < d

2
.

For each value of k in that range the following formula holds:

HD(G(α(k)−; 2, d, 2)) =

=
(1 + u)g(1 + v)g

1− uv

k∑
j=dg/2e+1

(
(uv)d−g+1 − (uv)g+d−1−2j)HD(G(1, j, 2))

)
=

=
(1 + u)g(1 + v)g

1− uv

(k − g

2

)
(uv)d−g+1

k∑
j=dg/2e+1

HD(G(1, j, 2))+

−
k∑

j=dg/2e+1

(uv)g+d−1−2j)HD(G(1, j, 2))

 . (16.7)

Since we assumed that C is a Petri curve, then by [BGMN, �2.3], we have the following
properties for G(1, j, 2):

� if β = 2j − g − 2 ≥ 0, then G(1, j, 2) is smooth of dimension β;

� if β > 0, then G(1, j, 2) is irreducible;

� if β ≥ 0, there is a morphism to the Brill-Noether locus:

γ : G(1, j, 2) −→ B(1, j, 2); (16.8)

the �ber of γ over any line bundle L is isomorphic to the Grassmannian Grass(2, h0(L)).

Then we have the following lemma
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Lemma 16.3.2. Let us �x any smooth projective irreducible Petri curve of genus g ≥ 2. Then

for every j ≥ 2g − 1 we have

HD(G(1, j, 2)) =
(1 + u)g(1 + v)g

(1− uv)(1− (uv)2)

[
1− (uv)j−g − (uv)j+1−g + (uv)2j+1−2g

]
. (16.9)

Moreover,

HD(G(1, 2g − 2, 2)) =
1

(1− uv)(1− (uv)2)
·

·
{

((1 + u)g(1 + v)g − 1)[1− (uv)g−2 − (uv)g−1 + (uv)2g−3] + 1− (uv)g−1 − (uv)g + (uv)2g−1
}
.

(16.10)

Proof. First of all, let us prove (16.9), so let us assume that j ≥ 2g− 1. Since we are working
over a curve of genus g ≥ 2, then we get that j ≥ g + 1. Let us �x any line bundle L on C
with degree j. Then by Riemann-Roch we have

h0(C,L) ≥ h0(C,L)− h1(C,L) = j + 1− g ≥ g + 1 + 1− g = 2.

Therefore whenever j ≥ g + 1 we have that B(1, j, 2) coincides with the Jacobian J jC.

Since j ≥ 2g−1, then by Riemann-Roch and [Ha, IV, example 1.3.4], we get that for every
line bundle L on C:

h0(C,L) = h0(C,L)− h1(C,L) = j + 1− g.

So if j ≥ 2g − 1, then the �ber of (16.8) over any point L ∈ B(1, j, 2) = J jC is the
grassmannian Grass(2, j + 1− g). Then we get that for each j ≥ 2g − 1 we have:

HD(G(1, j, 2)) = HD(B(1, j, 2))HD(Grass(2, j + 1− g)) =

= (1 + u)g(1 + v)g
(1− (uv)j−g)(1− (uv)j+1−g)

(1− uv)(1− (uv)2)
.

So we get the �rst formula. Now let us prove also the second formula. If g ≥ 3, then by
Riemann-Roch we get that for every line bundle L of degree 2g − 2 we get

h0(C,L) ≥ h0(C,L)− h1(C,L) = 2g − 2 + 1− g = g − 1 ≥ 2.

Therefore for every g ≥ 3 we have G(1, 2g − 2, 2) = J2g−2C. In this case h0(C,L) = g if
L is the canonical bundle, otherwise we have h0(C,L) = g − 1. So in this case the �ber of
(16.8) is equal to the Grassmannian Grass(2, g) if L is the canonical bundle and it is equal to
Grass(2, g − 1) in the opposite case. Then for all g ≥ 3 we have:

HD(G(1, 2g − 2, 2)) =
1

(1− uv)(1− (uv)2)
·
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·
{

((1 + u)g(1 + v)g − 1)[1− (uv)g−2 − (uv)g−1 + (uv)2g−3] + 1− (uv)g−1 − (uv)g + (uv)2g−1
}
.

(16.11)
When the genus of C is g = 2 the Brill-Noether locus B(1, 2g − 2, 2) = B(1, 2, 2) consists

of a single point, namely the canonical bundle K on C. Moreover, the �ber of G(1, 2g−2, 2) =

G(1, 2, 2) over K consists of the Grassmannian Grass(2, g) = Grass(2, 2) = Spec(C). There-
fore for g = 2 the moduli space G(1, 2g− 2, 2) consists of a single point. So its Hodge-Deligne
polynomial is equal to 1.

Now if we substitute g = 2 in (16.11) we get the polynomial 1. Therefore (16.11) is still
valid for g = 2, so we conclude.

This result is immediately applicable in order to compute

HD(G(α(k); 2, d, 2))−HD(G(α(l); 2, d, 2))

for any pair of integers k, l such that

2g − 2 ≤ k, l < d

2
.

In particular, we can apply this result starting from the last moduli space and crossing
every critical value from right to left (or starting from the �rst moduli space and crossing from
left to right) whenever

g

2
+ 1 ≥ 2g − 2 ⇔ g ≤ 4.

So one would be able to get complete results for every G(α(k); 2, d, 2) for g = 2, 3, 4,
provided that the polynomials of the �rst moduli space or of the last one are known. We
remark that di�erently from the cases when k = 1, in the case under consideration the moduli
space G(α; 2, d, 2) is always non-empty also when α is very large. Therefore it is not possible
to compute the Hodge-Deligne polynomial of the last moduli space as we did in the previous
chapters.
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Non c'è bisogno di una foto ingiallita per vedere quanto siamo cambiati
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